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POLARIZATION MULTIPLEXING SYSTEMS

Thomas D. Moran and Bernard J. Lamberty

Boeing Electronics Company, High Technology Center

Abstract

In a polarization diversity system it is conceptually feasible to multiplex two
orthogonally polarized signals onto a single channel. The savings in system
hardware could be significant, particularly if the antenna is a phased array and
multiplexing can be achieved near the front end of each element. Multiplexing
however, increases T/R module complexity and could degrade polarization
orthogonality below acceptable levels if isolation between channels is not
preserved. A study was conducted to evaluate advantages and disadvantages of
three different multiplexing techniques;  frequency, quadrature, and
pseudorandom code. Increase in bandwidth, phase sensitivity, and complexity

relative to a two channel system are compared.

1.0 INTRODUCTION

A polarization diversity system receives and processes iwo orthogonally
polarized signals simultaneously. This normally requires two independent sets of
hardware throughcut the system up to the location where the two signals are
processed or combined. Depending on the specific application, a minimum level
of isolation along with phase and amplitude balance must be preserved between

the two signals to maintain polarization orthogonality. If these two signals could
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be multiplexed onto a single channel while maintaining adequate channel isolation
and balance, a significant system simplification and therefore cost savings is
potentially available.

Radar, communications, and ECM are examples of systems which often use
polarization diveisity and so could benefit from polarization multiplexing. An L-
band radar application was used to evaluate this concept. To provide parameter
values for comparison between multiplexing candidates, the following
specifications were selected for this study: channel isolation >30 dB, frequency
band center = 1 GHz, bandwidths = 10 MHz and 100 MHz. Extrapolations to
other applications can be made based on results of this study.

Figure 1 shows schematic diagrams of typical T/R modules used to evaluate
the polarization multiplexer approaches. Figure 1a shows a module without
polarization multiplexing; Figure 1b shows the same module with multiolexing
incorporated. Note that transmission is on a single polarization whereas the
return signal is received simultaneously on orthogonally polarized channeis.
Such a system might be used to suppress interfering signals via polarization
nulling or to characterize target scattering as a function of polarization. The dual
channel system requires at least two combiner networks compared to one for a
multiplexed system. The potential to eliminate one array combiner and its phase
matched cables seemed to outweigh the complexity added by a
multiplexer/demuitiplexer system - especially if the multiplexer could be

implemented with a microwave monolithic integrated circuit (MMIC).
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2.0 CANDIDATES

The three multiplexing candidates are frequency, quadrature and
pseudorandom code. These candidates, shown in Figure 2 along with their
respective frequency spectra in Figure 3, are described below.

In frequency division multiplexing a common local oscillator is mixed with

each polarization channel.! The upper sideband (fre + fLo) is used by the

vertically polarized channel and the lower sideband (fgg - f o) by the

horizontally polarized channel. These two frequency bands are summed and sent
to the N-way combiner along a common transmission line. Demuitiplexing is
achieved at the array output by power splitting and filtering to separate the
upper and lower sidebands. These sidebands are then mixed with f  and filtered
to recover the orthogonally polarized signals.

In quadrature division multiplexing the horizontal channel is mixed with the
local oscillator and the vertical channel with. the local oscillator phase shifted 90
degrees.2 This places the mixer products (both upper and lower sidebands) of
channel one and two in phase quadrature aliowing both channels to be combined
onto one line while preserving isolation. Demultiplexing is accomplished by
power splitting the common line and re-mixing with the in-phase and quadrature
local oscillator to preserve the time alignment of each channel at the
multiplexer. The mixer products are such that cancellation occurs eliminating
the undesired channel leaving the desired signal at the mixer output. Bandpass
filtering is used to remove extraneous products incurred through the

demultiplexing process.
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In code division multiplexing each channel is multiplied by a unique
pseudorandom code before the channels are summed and sent along a single
transmission line.3:4 Typically maximum linear code sequences are chosen to
encode the channels. The same code sequence can be applied to each mixer within
the multiplexer provided that one channel's code is delayed by at least one code
bit. Since code sequences of this type have a DC component, isolation is limited
by code length. This DC component is inversely proportionai to code length so if
sufficiently long codes are chosen a low DC component results. For example, a
31-bit code has a sufficiently small DC component to allow nearly 30 dB of
isolation between channels. Since the code is pseudorandom the spectral
distribution is sin(x)/x with main lobe nulls at plus and minus the code rate
about the center frequency. For a 10 MHz information bandwidth a 310 MHz code
rate is needed resulting in a 620 MHz multiplexed channel bandwidth.
Demultiplexing is accomplished by mixing the codes with the multiplexed channel
in such a way as to maintain the same time relationship that occurred at the
multiplexer. A bandpass filter is then used to separate the desired channel from

the sin(x)/x spectrum of the undesired channel.

2.1 IMPLEMENTATION DETAILS

Single sideband frequency division multiplexing can be implemented within
each T/R module in two basic ways, through use of either single sideband
modulators or single sideband filters. The single sideband modulator approach

requires four mixers and two 0-180 degree hybrids per module. The single
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sideband filter approach is more direct but requires phase matched, flat group
delay filters within each T/R module.

Quadrature division multiplexing is simpler from a hardware standpoint,
although to achieve the desired channel isolation, phase match between
multiplexer and demultiplexer local oscillators must be tightly controlled (+1.8
degrees for 30 dB channel isolation). Additionally, this local oscillator phase
sensitivity can have an effent on selection of a T/R module configuration. The
common transmit/receive phase shifter shown in Figure 1b alters this phase
match by delaying the multipiexed channel with respect to the local oscillator
thus degrading isolation. For L-band systems of narrow bandwidth (=1%) this
effect can be tolerated because the local oscillator frequency can be very low. For
wideband systems (=10%) however, isolation degradation is sufficiently severe
that if a phase shifter is to be included within the multiplexed channel (as shown
in Figure 1b), phase compensation in the demultiplexed local oscillator is
required. Alternately, two receiver phase shifters could be placed ahead of the
multiplexer such that the multiplexed channel and local oscillator remain in time
synchronizaticn regardless of phase shifter position. This would require an
additional phase shifter and thus would increase array complexity.

Code division multiplexing is similar to the quadrature technique in terms of
T/R module complexity. While this technique requires a phase matched local
oscillator like the quadrature case, the isolation is much more {olerant of phase
mismatch. However a much higher frequency "local” oscillator must be used

which offsets this. A potential advantage of this method is that more than two
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channels may be multiplexed. This could be used to advantage in a dual

polarization system using sum and difference channels for angle-of-arrival data.

2.2 MEASUREMENTS

Measurements were made of two of the multiplexed approaches, quadrature and
code, to verify that the specified level of isolation was achievable. No
measurements were made of the frequency technique because its performance is
easily predicted.

A model of a quadrature multiplexed system was measured with the test setup
shown in Figure 4a and pictured in Figure 5. Slightly different frequencies were
used fcr each channel so that relative channel isolation could be displayed on a
spectrum analyzer. Measurements were made with a 51 MYz local oscillator and
1000 MHz and 1003 MHz carriers for each of the two polarization channels. The
51 MHz local oscillator was used to accommodate the available 5% bandwidth 1
GHz tunable bandpass filters. (Note: isolators in the demultiplexer are
necessary to prevent high order products reflected form the bandpass filter from
reducing channel isolation via recombination within the mixer.) Measurements
indicated that 30 dB of isolation could easily be obtained with the quadrature
multipiexer method.

The test setup for the code division multiplexer model is similar to that of the
quadrature setup except the 0-90 degree hybrids are not required and no output
fitering was attempted due to the low code rate necessitated by available

equipment. A {5,2] 31-bit maximum linear code with a 10 MHz chip (clock)




rate was used to drive the mixers as shown in Figure 4b. A digita! delay circuit
was used to generate a one-bit delay for channel 2. lsolation measured =30 dB as

predicted for the 31-bit code.

2.3 COMPARISON CF ADVANTAGES AND DISADVANTAGES

The key advantage of a frequency division multiplexed system is complete
insensitivity to multiplexer/demultipiexer local oscillator phase. Its most
important drawback is that accurate phase matched filters both at the
muitiplexer and demultiplexer may prove difficult to implement.

The key advantages of the quadrature division multiplexer approach are that
the multiplexer within the T/R module is simple and easy to phase match. The
low frequency 5 MHz local oscillator and its quadrature can be generated digitally
with a clock. Phase matching, while critical is simplified due to the low
frequencies involved. This technique tends to work best for narrow bandwidth
systems although it can be adapted for wide bandwidth operation by adding
additional hardware.

Code division muitiplexing is much less phase sensitive than quadrature
multiplexing. However, because the code rate for a typical system with 1%
bandwidth is more than 50 times that of the quadratuie system, the low phase
sensitivity of this approach is overshadowed by the other technique's lower local
oscillator frequency. As a result of the high local oscillator frequency, the
multiplexed channel bandwidth is quite high - nearly 1 GHz for a 1% bandwidth

system and much higher for a 10% bandwidth system. Figure 6 compares
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isolation vs. local oscillator line length variation for the quadrature and code
division techniques.
Figure 7 summarizes advantages and disadvantages of the three multiplexing

alternatives.

3.0 CONCLUSIONS

In a two channel radar a multiplexed system has the potential for reducing the
number of high frequency power combiners and associated phase matched cables
by a factor fo twe. This is achieved at the expense of a more complex T/R module
and the distribution of phase matched local oscillator lines.

For the L-band radar example with 1% bandwidth the quadrature
multiplexer approach appeared optimal. Its low frequency local oscillator
requirement, low channel bandwidth, and simple module multiplexer held the
greatest promise despite its phase sensitivity. Monolithic active mixers have the
potential for yielding small, inexpensive, phase matched multiplexers, which
because of their MMIC implementation could improve the costperformance ratio

of a phased array system.
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INTERFERENCE SUPPRESSION USING AN ADAPTIVE POLARIZATION COMBINER

Bernard J. Lamberty and Robert P. Friedman

Boeing Electronics Company, High Technology Center

ABSTRACT

Polarization diversity systems receive and process dual, orthogonally
polarized signals. A circuit consisting of hybrids and phase shifters can be used
for combining these signals which may be of arbitrary magnitude and phase.
With proper adjustment of the phase shifters, either open-loop or adaptively,
total input power is sent to one output port while a signal null occurs at the
other. Thus the circuit is suited for either optimizing received power from a
desired signal or for suppressing undesirable in-band interfering signals. A
study was conducted to evaluate this polarization combining network including
determination of effects of component errors on null depth. Of particular
interest were quantization effects of using digital phase shifters and amplitude
detectors in the circuit. Null depth as a function of amplitude and phase of input
signals was calculated and compared with measurements for combiners using
both 4- and 5-bit phase shifters and for amplitude detection quantization levels
of up to 3 dB. Results are used to predict effectiveness of interfering signal

suppression as a function of incident signal polarization.
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1.0 INTRODUCTION

Polarization diversity can be used for signal enhancement or to suppress an
interfering signal whose polarization is different from the desired signal. Figure
1 is a schematic of a simple network that can be used to do this. V4 and V, are
the incident signal voltages received by the orthogonally polarized antennas of the
diversity system. These voltages are of arbitrary relative magnitude and phase.
The first phase shifter, PHI1, is used to equalize their phases. When these equal
phase voltaggs are passed through the first hybrid, H1, its output voltages are of
equal magnitude. The second phase shifter, PHI2, is used to adjust these equal
magnitude voltages to be orthogonal in phase. Finally, when the equal magnitude,
orthogonal phase voltages pass through the second hybrid, H2, they add in phase
at one output and cancel at the other. Thus, the combiner can be used to either
extract all the power from an arbitrarily polarized signal at the sum output
port, or to cance!l an in-band interfering signal at the null output port.* This
paper concentrates on the level of canceliation available from practical

polarization combiner circuits.

2.0 DETAILS OF OPERATION
Voltage magnitude and phase relationships at successive junctions of the

polarization combiner circuit shown in Figure 1 are:

Vi o=Vqel®, vy = veel®® Vi, = Vopel®” (1)

* For processing, the interfering signal must have some parameter to distinguish
it from the desired signal (e.g. bandwidth)
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v1 = _1 (v1ejo°+ Vze-jnlz)

V2

V; = 1 (vqein/2, v,el0)
‘A

v1 = _1 (V1e'j“+ vze-i(a+n/2))
V2

Vo =
V2

Vo = 1
V2

(V4 eiay Vze'j(a”‘/z) + V1e'j7‘+ Vze‘jn/z))

(2)

(3)

(V1e'j(0.+7t/2)+ Vze‘j((l-ﬂt) + V1e-](7t/2)+ V2e'j°°) (6)

To find the values of alpha that sends all the input power to Port A and zero power

to Port B, the real and imaginary parts of Vg are each set equal to zero. This

results in:
112
1-| —
cosa = ———m—t——
1+ —1- 2
Vo
1
2 —
H (\V/z)
sing = ———Ft—
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Alpha, plotted as a function of |V1/V2| in Figure 2, varies from 0 degrees for
V4=0 to 90 degrees for V{=V, to 180 degrees for V,=0. If the values of alpha

shown in Figure 2 are increased by 180 degrees, maximum power appears at

Vgo and the null appears at Vpn. Relative phase between input signals is

arbitrary so PHI1 must provide 360 degrees of phase shift.

3.0 ADAPTIVE COMBINER EVALUATION

If the polarization combiner is to be adjusted or controlled remotely, digital
phase shifters may be more convenient for PHI1 and PHI2 than continuously
variable designs. Then since only a limited number of discrete values of phase
shift are available, total signal cancellation can only be achieved for certain
specific input signal amplitude ratios and relative phases. (See Figure 2). The
null depth for other input signal combinations is a function of number of bits in
the phase shifters.

In addition, if the combiner is adaptive, the phase shifters must be driven by
closed loop circuits as shown conceptually in Figure 3. Here the phase detector
circuit drives the first phase shifter, PHI1, until Vy and V2 are in-phase or as
close to in-phase as that digital phase shifter will allow. Then the amplitude
detection circuit drives the second phase shifter, PHI2, until a minimum signal
is present at Vg. In another concept, the amplitude detection circuit is located
between PHI1 and H1. PHI2 is then driven to its appropriate phase setting based
on stored lookup tables taken from Figure 2. Because these or other

implementations could involve measurement of IV4/V,l, effects of amplitude

measurement resolution on null depth were examined for quantization levels of 1
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dB, 2 dB and 3 dB. Hybrid and phase shifter error effects can also affect null

dep'h and so were included in the study.

3.1 PASSIVE COMPONENTS ERRCR EFFECTS ANALYSIS

The sources of error in the adaptive polarization combiner circuit are; (1)
phase shifter errors (quantization, phase detection, and other deviations from
ideal phase settings), (2) input voltage ratio amplitude detection errors, (3) 90
degree hybrid amplitude and phase imbalances, (4) phase shifter insertion loss
variations, (5) phase shifter and hybrid VSWR and (6) hybrid isolation. These
efror terms are listed in decreasing order of importance under the assumption
that the combiner uses typical hybrids and digital phase shifters with a least
significant bit of a few degrees. Equations 1-8, expanded to include the first 4 of
these error sources, were used to predict null depths for input voltage ratios of 0
to 60 dB. Effects of the most important sources were calculated first with less
important sources added in successive iterations.

Figure 4 shows null depth (dB below tcial input power) as a function of input
voltage ratio if V4 and V, are in phase. Note that PHI2 is the only source of
guantization phase error for this case since PHI1 phase = 0. There are four
shallow nulls of approximately 20 dB each when a 4-bit phase shifter is used
(22.5 degree phase increment) and eight shallow nulls of approximately 26 dB
each when a 5-bit phase shifter is used (11.25 degree phase increments). The
deep nulls between each of these correspond 1o input voltage magnitudes where
the required phase for optimum nulling is exactly equal to one of the phase

shifter bit settings. Shallowest nulls occur when the required phase for optimum




nulling is half a bit from the two nearest available phase shifter bit settings.
Shallow nulls are lower by 6 dB for every additional bit in the phase shifter.
Identically shaped curves exist for input voiiage magnitude ratios of 0 to -60 dB.
(See Figure 2).

Figure 5 is the same as the 4-bit case in Figure 4 except that the input
voltage phase differences range from 0 to 11.25 degrees. PHI1, used to co-phase
these voltages, now can introduce an additional quantization error which is
greatest at input voltage phase differences halfway between phase shifter bits
(11.25 degrees). Here the first deep null degrades to 20 dB and the first shaliow
null to 17 dB. Degradations of both the shallow and deep nulls are less severe as
input voltage ratios increase. However, all nulls are less than 30 dB. Similar
curves were computed for the 5-bit case. Nulls were deeper by about 6 dB.
Responses are periodic with input signal phase difference. The periodicity is
related to quantization bit increments, that is, the same response occurs for
input voltage phase differences of Nx(bit increment) with N an integer.

Figure 6 is similar to the case shown in Figure 4 except that amplitude ratio
measuremeni quantization errors are included. Here the decision to switch phase
shifter settings is made in 1 dB, 2 dB or 3 dB increments of IV /V,]. The
resulting null depth is compared to 0 dB amplitude resolution. Using the 2 dB
increment as an example, if |V1/V2| is between 4 dB and 7 dB, PHI2 is set as if

that ratio were 6 dB. This degrades null depth for |V1/V2| between 5 and 54

dB, since the phase shifter would have a different setting in that range for zero

amplitude resolution error. For the 4-bit phase shifter case, this range of
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amplitude resolution errors affects the shallow nulls only which are degraded by
0.9 dB, 2.2 dB and 3.7 dB respectively.

Similar calculations were made for 5-bit phase shifters in the combiner.
Shallow nulls degrade by about 3 dB for both the 1 dB and 2 dB amplitude
resolution cases and by over 6 dB for the 3 dB resolution case. Also, the 3 dB
resolution case results in the loss of two deep nulls completely. Further null
degradation occurs if the input voltage phases are separated by half a bit. Then
the worse case null is about 16 dB for the 4-bit case and about 19 dB for the 5-
bit case.

Figure 7 shows the added error effects of hybrid amplitude imbalances and
phase shifter loss variations. Measured values of individual components were
used for these predictions. As shown in the figure, results depend on which input
voitage is larger since hybrid imbalance is constant. If its insertion loss is

greater on the V4 side, the effect will be different for V>V, than for V4<V, and

vice versa.

3.2 MEASUREMENT OF ERROR EFFECTS IN PASSIVE COMPONENTS

The error analyses were verified by measurements using the polarization
combiner model and test setup shown in Figures 8 and 9. Tests were conducted
over the 950 MHz to 1150 MHz band. A single RF source feeds a 3 dB power
divider which in turn feeds the sum and null lines in the test setup. In the sum
line there is a discrete level variable programmable atienuator with attenuation
bits of 1, 2, 4, 10, 20 and 40 dB. a variable analog phase shifter is used lo set

input signal phase differences. Pads are used between components to minimize
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VSWR interactions. The model uses four digital phase shifters, but only the two
in the sum line are used to adjust phase. The two difference line phase shifters
are always set to 0 degrees and are only used to balance insertion loss and phase
of the operated phase shifters.

Output null depths were measured from 950 MHz to 1150 MHz on the HP
8573 network analyzer with a marker on 1000 MHz to record data for single
frequency analysis comparison verification.

Figure 10 shows a comparison of measured null depths versus those computed
from the single frequency analyses. This plot is for an input signal phase
difference of 80 degrees and input magnitude ratios of 0 to 60 dB. All measured
component error terms are included in the analysis. The agreement is excellent
between measured and computed values. Similar comparisons for input phase
difference of 0 and 40 degrees also showed excellent agreement.

Figure 11 shows a comparison of measured and calculated data over a 20%
frequency band for an input voltage amplitude ratio of 10 <8 and phase difference
of 40 degrees. The calculated data predicts the deepest nuli tu occur at a

frequency greater than 1000 MKz which is in agreement with the measured data.

4.0 CONCLUSIONS

A simple polarization combiner can be used in a polarization diversity system
to suppress interfering signals where the level of suppression depends on the
quality of the components.

Analysis can predict combiner performance based on realistic specifications

and/or measurements of its components.

254




Digital phase shifters and amplitude detection circuits may be required to
make the combiner adaptive. Over 17 dB of interference suppression can be
attained using 4-bit phase shifters and over 23 dB using 5-bit phase shifters.

The two largest contributors to degraded nulls are the quantization errors of

these digital phase shifters and amplitude ratio detectors.

255




Phase Shifter Phase Shifter

Figure 2. Phase Shift Required for Unequal Signal Combining
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ABSTRACT

PERFORMANCE CHARACTERISTICS OF NOTCH ARRAY
ELEMENTS OVER A 6/1 FREQUENCY BAND

George J. Monser

This paper presents pattern and gain characteristics for a
notch array element over a 6 to 1 frequency band.

It is shown that the lower frequency limit occurs indepen-
dently of the notch design, and that the upper frequency limit
depends upon the element design.

Refinements to the design are discussed, leading to a design

operable from 2.5 to 19.0 GHz.
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PERFORMANCE CHARACTERISTICS OF NOTCH ARRAY
ELEMENTS OVER A 6/1 FREQUENCY BAND

George J. Monser
1.0 INTRODUCTION

The dual-polarized array consisting of printed—-notches in
the walls of the horn elements was reported in the literaturel
where good performance characteristics were displayed over the
continuous frequency band from 4 to 18 GHz. Since the printed
notches appeared to have an even greater bandwidth, their band-
width potential was checked.

This paper shows that the useful bandwidth for this type
of printed-notch array is greater than 6/1 (i.e., 3 to 19 GHz);
with further design, performance from 2.5 to 19 GHz may be
realized.

2.0 THE TEST MODEL

Figure | shows a photograph of the dual-polarized array with
the notches built into the walls of the horn elements. Each
consists of four notches fed by a corporate power-divider struc-

ture as shown in Figure 2. The transformers within the dividers

l. Monser, G.J. (1984) Considerations for Extending the Band-
widths of Arrays Beyond Two Octaves. Paper presented at the

Antenna Application Symposium.
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were designed to work best over the 4 to 18 GHz range so that
part of the element rolloff below 4 GHz is due to added divider
losses which is further aggravated by increased coupling between
the notch, sub—array elements.

3.0 TEST RESULTS

Two regions of bandwidth extension are reported; 18 to
19 GHz and 3 to 4 GHz. These extensions are then merged with the
existing band.

3.1 ABOVE 18 GHz

Figures 3 through 5 show patterns and swept gain on antenna
boresight.

The array-plane patterns (smooth and broad) (Figure 3) shows
that adequate coverage is provided for use as an arrav element.

In the elevation plane the patterns (Figure 4) are similarly
acceptable.

Figure 5 shows that the gain is a smooth function with no
drop—outs in gain.
3.2 BELOW 4 GHz

Figures 6 through 9 show patterns and swept gain on antenna
boresight.

The array-plane patterns (Figure 6) show that adequate broad

coverage is provided for use as an array element.
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Figure 7 shows that the elevation coverage is acceptable.

Figure 8 shows that the gain is a smooth function with
no drop-outs in gain.

Active VSWR for this element is shown in Figure 9 showing
that reasonably good transmission efficiency results even with
the electrically close spacing between array elements.

3.3 FULL BAND

Figure 10 shows antenna element gain over the full band
from 3 to 19 GHz.

Figure 11 shows the elevation coverage (orthogonal-to-
array) from 3 to 19 GHz.

4.0 NOTCH DESIGN

The basic building block in the assembly shown in Figure 2
is the printed circuit notch. Each notch is excited by a strip-
line, button—hook, capacitively coupled line (Figure 12). The
feed-line cross-over position (distance to the notch) as well
as the extension after cross-—over and geometry (disk) were
empirically determined for best active VSWR corresponding to
a scan angle of + 30°. Both active and passive VSWR's were
measured over the 4 to 18 GHz band.

The slot-to-notch transition was then developed from a

step to a flare-step configuration (Figure 13) which showed
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improved passive match without affecting the active match. A
total of four notches, spaced 0.42 inch between centers and
fed by a four-way, equal-split divider comprise each array
element. The equal power division was selected to yield the
highest gain and two section transformers were designed and
incorporated in the corporate feed to assure a good match at
the input.

5.0 DISCUSSION OF RESULTS

The upper frequency limit of 19 GHz is primarily due to
pattern degradation although the transformers in the corporate
feed are beyond their design band. The lower frequency limit of
3 GHz is primarily due to poor active match and low antenna gain.
Active match increased primarily because the total coupling was
insufficient to cancel the significant passive reflection
coefficient assoclated with the electrically small notch. The
low antenna gain is attributed to the poor passive match, a
characteristic of electrically small antennas.

6.0 CONCLUDING REMARKS

The feasibility of using notch array elements over a 6/1

frequency band has been demonstrated.
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Figure 1. Dual Polarized Array




Strip-Line Array Corporate Feed

Figure 2,
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AN ORBITER-ACTS COMMUNICATIONS EXPERIMENT

G. D. Arndt, L. Leopold, S. H. H. Chen - NASA/Johnson Space Center
Y. C. Loh, Yeng S. Kuo, R. Shaw, J. Carl - LEMSCOU
Abstract
A proposed communication experiment between the Shuttle Urbiter
and the ACTS (Advanced Communications Technology Satellite) is
described. The experiment includes 20/30 GHz technology, a high
gain antenna (52 dB) aboard the Shuttle, and two ground stations.

Introduction

The Advanced Communications Technology Satellite (ACTS) is an
experimental, geosynchronous satellite scheduled to be launched in
1991. This satellite, transmitting at 20 GHz and receiving at 30
GHz, provides spot beams to fixed ground Tocations within the United
States. It also has a program steerable, 1 meter antenna which can
communicate with spacecraft in low-earth orbit.

This paper describes a proposed communication experiment
between the Shuttle Urbiter and the ACTS. The objectives of the
experiment include (1) operate a high gain antenna (52 dB) with both
autotracking and computer pointing in the dynamic environment of a
maneuvering Orbiter, (2) develop and test space qualified antenna
and RF technology at 20/30 GHz, and (3) evaluate multibeam
communication links for direct distribution of high rate data for
manned space applications. The experiments will involve the
Orbiter, the ACTS, the Lewis Research Center Ground Station and the

Johnson Space Center (JSC) Communications Test Facility.
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Initial in-house studies have been funded using the Johnson
Space Center's Director's Uiscretionary Funds for fiscal years FY8/
and FY88. These studies included system sizing tradeoffs, Shuttle
compatibility issues, 20 GHz electronic fabrication and testing,
equipment/technology surveys, and costing. The study results are
summarized in this paper.

ACTS Configuration

There are two possible modes of operation for the ACTS system.
The first is the microwave switch matrix mode which provides a

flexible format capabilty (Figure 1). A ground user transmits at 30

1 BASEBAND

1 PRUCESSURN
NOMINAL R NOMINAL
220 MSPS 220 MSPRS
’ cunraoL
'\ 3 ACTIVE FiXED BEAMS

Figure 1. Microwave Switch Matrix Mode

GHz to the satellite receiver, through the microwave switch, to the
20 GHz transmitters, and then down to a ground station. The matrix
switch in ACTS is a 4*4 switching system with one redundant channel.
This makes a 3*3 matrix switch available to the user. The switch
can handle up to three distinct antenna inputs at any one time,

regardless of the signal origin. Three different signals can come




from any of the three fixed beams, the tast scanning beam, and/or
the west scanning beam. Although the scanning beam can be in only
one place at a time, it can move to different locations within the
sector. The beam can hop around continuously - up to 4U times in a
given frame. R2asically, this is a bent-pipe mode and any moduiation
type in either a TOMA or FUMA format can be supported. The
frequency plan accommodates 900 MHz of useable bandwidth, permitting
the transmission of a very high burst rate signal, as well as a very
low burst rate signal.

The second method of operation is a baseband processor mode in
which the signal is detected, processed at baseband, and then
remodulated onto the downlink carrier. Because the proposed
experiment is Space Shuttle based, the relative velocity between the
transmitting and receiving antennas varies drastically, thereby
causing large doppler shifts. Figure 2 shows the doppler profile
for the proposed experiment. The maximum doppler shift during the
experiment is approximately 700 KHz which exceeds the operating

capability of the baseband processor.
Figure 2.
Doppler (SSO-ACTS worst cast @ 29.5 GHz)
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Experiment Configuration

Because of frequency spectrum congestion, future high capacity
communication links are moving towards Ka-band (or higher)
frequencies. A high frequency, high data rate link to a low-earth-
orbit (LEOQ) spacecraft presents unique requirements not seen in
previous programs. This experiment is intended to provide answers
to the following questions:

(1) How to acquire and track very narrow beams of RF signals
at 20/30 GHz in the dynamic environment of an orbiting vehicle? The
dynamic environment consists of position changes as the vehicle
moves along its trajectory as well as attitude changes when reaction
control system (RCS) jets are fired to maintain a given attitude.
The obvious platform to carry out this test is the Space Shuttle
Orbiter, which has an orbital velocity of about 7.% km/sec and a
maximum attitude rate of 9°/second.

(2) What is the technology required to provide efficient high
gain antennas that will perform in this environment? Some specific
concerns are surface tolerances, feed design, and tracking mechanism
needed to provide the tight pointing accuracy required.

(3) How readily available is the RF technology and what kind
of risk is involved to develop space qualified components such as
low noise amplifiers at 20 GHz and high power TWTAs at 30 GHz? What
is the noise figure and DC to RF efficiency of these devices?

(4) What kind of working environment will the satellite's
multibeam architecture provide for direct distribution of high rate

data for applications such as the Space Station?
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The Electronics Systems Test Laboratory (ESTL) at JSC will be
the prime ground station while the Lewis Research Center will serve
as the secondary ground station. As described in an earlier
paragraph, the IF switching mode of the ACTS will be used to receive
the transmission from the Orbiter due to the high doppler rate (700
KHz ). Figqure 3 shows the experimental configuration. An RF signal
from either one of the ground stations will be received by the ACTS
2.2 meter antenna via the tast network. The signal is then routed
by the IF switch matrix to the 1 m steerable for downlink to the
Orbiter. The uplink from the Urbiter will be received using the 1 m
steerable and routed to the ESTL via the East network and the 3.3 m
antenna. At predetermined intervals, a different antenna beam of
the ACTS is selected, such that the LeRC becomes the ground station

instead of ESTL.
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Figure 1 - System Contiguretion
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The experiment is designed for the maximum data rate possibie under
the constraint that the antenna onboard the Urbiter must be small
enough to fit inside the payload bay. The system parameters of the

ACTS are summarized in the following tables:

ACTS TRANSMITTING TO ORBITER TO ESTL TO LeRC
Diameter lm 3.3 m 3.3 m
Gain such 42 dB 50 dB 51 dB
TWTA Transmitter 10 W/43 W Same Same
ACTS RECEIVING From Orbiter From ESTL From LeRC
Diameter 1m 2.2 m 2.2 m

Gain 45 dB 50 dB 51 dB

LNA Noise Figure 5 dB Same Same

With these parameters, the goal is to design a system that is able
to support slow scan TV (5 MBPS) for the uplink and full motion
color TV (50 Mbps) for the downlink during the test. A more

detailed configuration is shown in Figure 4 where ESTL will be the
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Figure 4. - Detsil Experiment Setup

experiment operations as well as the data analysis center. Commands
and telemetry are routed to the Urbiter via the S-band or Ku-band
system and coordination with LeRC will be by prior arrangement and
real time audio circuits. System configurations for each of the
ground stations are shown in Figure 5. The uplink data from ESTL
will be either 5 Mbps of PN code or digitized slow scan TV which
will be BPSK modulated onto the 29.6 GHz carrier. The ESTL power
amplifier will be a 1U W TWTA and the antenna will be a 1.8 m
reflector with monopulse feed. The ESTL ground receiver will
receive a rate 1/2, convolutionally encoded 55 Mbps (110 Mbps total)
signal at 19.7 GHz. This unbalanced (PSK signal will be demodulated

into the 1/Q components. If PN sequences are transmitted, bit error
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rate measurements will be performed while the uplink and downlink RF
powers are varied. If a TV signal is transmitted, the base band
data will be routed to the TV laboratory at the Tracking and
Communication Division at JSC for evaluation of future EVA/Space
Station applications. The LeRC station will be an adjunct to the
ESTL site and will mainly be used to evaluate the effect of real
time routing of the 110 Mbps data by ACTS switching network. Its
equipment will consist of an uplink modem using a 5 Mbps PN
generator as the data source while the receiver will consist of a
GPSK demodulator and a high data rate recorder where the data will
be saved for post analysis. The BPSK signal sent from either of the
ground stations will be demodulated in the Orbiter receiver and then
turned around to modulate the @ channel of the downlink (PSK signal.
If slow scan TV is used as the uplink, the signal will be converted
to the Orbiter CCTV format and distributed via the CCTV network.

The 50 Mbps high rate data will be generated either from a PN
generator or via a special TV signal digitizer. The TV signal
obtained from the Urbiter CCTV system allows the crew to select any
of the cameras located in the payload bay. This signal will then be
used to modulate one channel of the modulator.

The antenna used in the Orbiter is the same 1.8 m antenna used
in ESTL except that it will be mounted inside the payload bay for
safety reasons as shown in Figure 6. Although the scan angle is
limited and the pattern is affected by the bulkheads of the payload
bay, the cost is minimized by not mounting the antenna on a moveable

boom.
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With the links configured as shown in Figures 4 through 6, the

performance is satisfctory between all the stations and the Orbiter.

Using a 50 watt TWTA, 30 GHz transmitter on the Urbiter, the worst

case downlink channel (50 Mbps) has 5.7 dB of RF circuit margin as

given in Tables A and B.

different types of antennas is given below.

A summary of the requirements for the

Uevelopment efforts

will concentrate on the 1.8 m antenna, low noise amplifiers, TWTAs,

and the necessary baseband equipment.

ACTS to SSO

8380 1o ACTS
Pt (W) 50 43
TX Ant (m) 18 1
Polarization Circular Horizontal
Pointing Accuracy 10.06° 10.15°
RX Ant (m) 1 1.8
Polarization Vertical Circular
Pointing Accuracy 10.1° 10.09°
Circuit Margin (dB) 57 80
ESTL to ACTS ACTS ®© ESTL
Pt(w) 10 43
TX Ant (m) 18 a3
Polanzation Vertical Horizontal
Pointing Accuracy +0.06° 10.05°
RX Ant (m) 22 18
Polarization Vertica! Horizonta!
Pointing Accuracy 20.075° +0.09°
Circuit Margin (dB) 11.7 120

Hardware Studies

As part of the initial definition of the experiment, several

in-house studies into hardware availability are underway. Results

to date are summarized:
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TABLE A

l IT MARGIN -

Pt@50W
Ckt Loss

Polarization Loss (circular to vertical)

Pointing Loss (£0.06° SSO, £0.1° ACTS)

TX antenna, 1.8 m @ 50% n
EIRP

Path loss (30 GHz, 22000 nmi)

RX antenna, 1m @ 30% (per RCA)
Ckt Loss

Total Rec. Power

QPSK modulation loss (80 %)
QPSK demodulation loss

Ts (5dB NF, Ta = 290° K)
NO

Bit rate bandwidth (50 Mbps)
Ep/No in bit rate bandwidth

Req'd E/N, (107 BER)

Coding gain (r=1/2, k=7)
Bit sync Loss
Actual Ep/N required

Margin

o

sl

m

17.0
-2.0
-3.0
-0.5
52.0
63.5

-214 .2
45.0
-3.0

-108.7

-1.0
-1.0

29.6
-199.0

77.0
11.3

9.6

5.0
-1.0
5.6

5.7

hannel

dBW
dB
dB
dB
dB
dBW

dB
dB
dB
dBW

dB
aB

dBK
dB(W/Hz)

dBHz
dB

daB

dB
dB
dB

dB




TABLE B

CIRCUIT MARGIN - ACTS to ESTL (50 mbps Channel)

Pt@43 W 16.3
Ckt Loss -3.0
Polarization Loss (both are horizontal) -1.0
Pointing Loss (+0.05° ACTS, +0.09° ESTL) -0.5
TX antenna, 3.3 m fix mounted on ACTS 50.0
EIRP 61.8
Path loss (20 GHz, 22000 nmi) -210.7
RX antenna,1.8 m @ 50% n at ESTL 485
Ckt Loss -2.0
Total Rec. Power -102.4
QPSK modulation loss (80 %) -1.0
QPSK demodulation 1oss -1.0
Ts (5dB NF, Ta = 290° K) 29.6
No -199.0
Bit rate bandwidth (50 Mbps) 77.0
Eb/No in bit rate bandwidth 17.6
Req'd E/N, (107 BER) 9.6
Coding gain (r=1/2, k=7) 5.0
Bit sync Loss -1.0
Actual Ep/N, required 5.6
Margin 12.0

289

dBW
dB
dB
dB
dB
dBW

dB
dB
dB
dBW

dB
dB

dBK
dB(W/Hz)

dBHz
dB

dB

dB
dB
aB

dB




(1) Low-Noise Amplifier - One of the key components in the
implementation of the ACTS experiment is the receiver low-noise
amplifier. This low-noise amplifier should add minimum noise power
to the received K-band signal for the system to achieve maximum
signal-to-noise ratio. In addition, the gain of the LNA should be
high enough to mask second stage noise contributions of the filters,
mixers, and pre-amplifiers.

Due to the recent advances in HEMT (high electron mobility
transitor) device technoiogy, development of a prototype hybrid
microwave integrated amplifier has been undertaken at NASA/JSC.
This amplifier has been implemented using a 0.5 micron gate length
HEMT device. The design goals for the single-stage amplifier unit
are a gain of 7 dB and a noise figure of 4,5 dB. The amplifiers
have been realized in a single-ended configuration with maximum
power gain matching networks on the input and output. The complete
low-noise amplifier is a 3-stage cascaded circuit with interstage
gain compensation networks to achieve 20 +/- 1 dB gain and 5.0 dB
noise figure.

(2) Pan-Tilt Units vs. Gimbals - Gimbals are normally used for
closed loop tracking and positioning applications of high gain,
spaceflight antennas. After being space qualified, gimbals are very
reliable and efficient during acquisition and tracking manuevers.
However, the cost can reach $M to $8M for design, development,
testing, and space qualifying of the gimbals and associated control

electronics.
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A possible alternative to the gimbals are pan-tilt devices
employing stepper motors. The pan-tilt unit makes use of a rotary
incremental activator to produce a simple and flexible way of
gimballing a load. The rotary incremental activator is a compact,
closely integrated design made up of two key elements - a motor and
a harmonic drive. These activators have been used in such varied
applications as antenna deployment mechanisms, latching devices,
large mirror positioning systems, antenna gimbal drives, and
instrument pointing.

[f a pan-tilt unit can operate efficiently for monopulse
tracking applications of large space antennas, the cost advantage
over a conventional gimbal system makes it an attractive alternative
for this experiment. A detailed engineering comparison of the two
techniques is underway.

Orbiter Antenna Design Considerations

The requirement for a large Orbiter antenna at 20/30 GHz may
conflict with the general Orbiter requirement for a light weight
design. A simulation program was developed to ascertain the
requirements for rigidity, smoothness, and mechanical precision in
the 1.8 meter reflector and feed in order that 50 dB could be
reliably obtained from the antenna. It is assumed that the antenna
uses a four horn monopulse autotrack feed with the feed cluster
located directly above the reflector's vertex. For the sake of

compactness, a shallow F/D of U.35 was assumed. The aperture
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illumination Al (r) is given by: Al (r) = 1 - (*&m)% where /e

is the local radius ande is the maximum radius. An overall

efficiency of 40% is assumed.

Table C

Effects of Reflector Deformation on Antenna Performance

Deformation
Type D (mm) tffect on Radiation Pattern
Type 1 ,,/D 2 Loss of Boresight Gain = 0.22 dB
// Beam Shift = 0.07° (in AZ)
\\\ L Loss of Boresignt Gain = 0.99 db
N\ Beam Shift ¢ 0.14° (in AZ)
Type ¢ — Z Loss of Boresight Gain = U.I9 dB
R Beam Shift = 0. (°
D'ﬂ T (655 of Boresight tatn = 1. % dB
N eam Shift = 0.0Y
Type 3 Z Loss of Boresight Gain = [.68 dB
D Beam Shift = 0.2° (in AZ)
4 Loss of BoresTghB Gayn = /.9 dB
C Beam Shift 4 0.4° (in AZ)
Type 4 2 Loss of Boresight Gain = 1,36 dB
7” Beam Shift = 0.0
o . 4 Loss of Boresight Gain = /.39 dB

Y

Beam Shift = 0.0
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a. Reflector Deformations

Reflector deformations may be caused by thermal,
mechanical, or inertial stresses, or by distortion from a true
parabola during the fabrication process. Representative
deformations and the associated degradations are summarized in
Table C. A typical gain versus degradation plot is shown in Figure
7.

Types 2 and 4 are radially symmetrical deformations and
consequently, produce gain loss but no beam shift. Types 1 and 3
produce both beam shift and gain loss. The results indicate a
reasonable distortion 1imit of 2 mm produces .2 to 1.7 dB of
antenna loss, depending upon the particular type of deformation.

b. Surface Roughness

Figures 8 and 9 indicate that the surface of the reflector
should be smooth to within approximately one-half millimeter (1lmm)
in order to keep the gain degradation to 0.3 dBR and the first side
lobe level increase to 1.5 dB. The surface material and
fabrication technique must, therefore, be capable of obtaining and
maincaining smoothness to 0.5 mm or less.
¢. Lateral Feed Mislocation

Laterial feed mislocation is defined here as a mislocation
along any line orthogonal to the boresight axis of the reflector.
Displacement is in the "+y" or "+Azimuth" direction. For small

lateral feed mislocation, the principle effect is beam steering as
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EFFECTS OF REFLECTOR DEFORMATION
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shown in Figure 10 with little loss of peak gain. However, loss of
boresight gain can result as can be seen from Figure 11.

d. Boresight Axis Feed Mislocation

' " 1

Feed misiocation "in" or "out" along the reflector
boresight axis causes defocusing of the antenna. This results in a
loss of gain and a smearing of the first sidelobe into the main
beam. (It is interesting to note that the smearing effect starts
to occur before serious gain loss. This phenomenon could be used
to avoid false tracking on the first side lobe.) This type of feed
mislocation does not cause the beam to shift from boresight.

Figure 12 shows the relationships between boresight axis feed
mislocation and gain,

Summary:

A 20730 GHz experiment between the ACTS and the Urbiter is
technically feasible with much of the spacecraft hardware derijved
from ground equipment already developed as part of the ACTS
program. The experiment can be self-contained, with no scarring to
the Orbiter. In addition to the space flight aspect of operating a
high gain, high rate data system from the Orbiter, the advantages

of direct satellite broadcast to the Johnson Space Center can be

evaluated.
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MOM Analysis of a Finite Length Slot

In an Infinite Conducting Sheet

Henry A. Karwacki

Sanders Associates, Inc.
Nashua, New Hampshire, 03061

Abstract

This paper presents a method of moments analysis
of a finite length and width slot in an infinite
conducting sheet.

The analysis uses entire domain basis and testing
functions (i.e. sinusoids) and image theory to model
the scattering from a finite length and width slot in
a ground plane a for an incident TM wave.

The computations performed for a single cosine
basis function and for a five term summation
demonstrated very little difference since all higher
order terms were 9 dB or more below the first term.
The solutions also demonstrated that the form of the
scattered far field was the same as the far field of a

radiating rectanqular aperture.




1. Introduction

The scattered field from a narrow width, finite
length slot in an infinite perfectly conducting sheet
excited by an incident transverse magnetic (TM) plane
wave (as shown in Figure 1) is examined. A method of
moments solution is formulated using entire domain
basis functions with a Galerkin testing procedure. It
is of interest to quantitatively compare the relative
amplitudes of the higher order slot mode excitations
to the lowest order slot mode. It is evident that the

entire domain expansion needed converges very rapidly.

The inner products which fill the system matrix
usually involve two sets of integrations, in this
formulation the inner products are reduced to a single
set of numerical integrations thereby conserving
computer resources. If the field produced by the slot
magnetic current is considered as the convolution of
the current with the free space Green’'s function, it
is possible to interchange the testing function and
the Green’s operator through a proper change of
variables. The Green’s operator will then act on the
convolutinn of the currents and the testing functions.

This formulation can also be used to compute the self-
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impedance of a dipole or slot or the mutual impedance

between two dipoles[l'zl.

2. Formulation

Consider a slot which is oriented as shown in
Figure 1 on a perfectly conducting sheet of infinite
extent in the x and y dimensions and vanishingly thin
in the z dimension. The slot has a finite length L and
a finite width W. A plane wave which is TM to the slot
is incident on the sheet. The incident H-field is

given by

H, |
inc (1)

The boundary conditions which must be met at the
slot/sheet interface is that the tangential E-field
and the total H-field across the slot is continuous,
and the tangential E-field on the sheet is zero. The
tangential electric field in the slot excited by the
plane wave can be replaced by equivalent magnetic

current sources distributed over the slot area on both
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sides of the conductor after closing the slot with a
conductor. By applying image theory as shown in Figure
2, the field on the incident side of the sheet is
reduced to the field produced by twice the magnetic
current in free space, the incident field and its
image[3'4]. Setting the total magnetic field at the
slot on side 1 equal to that on side 2 an equation is

obtained relating the incident field to the magnetic

field produced by the magnetic current source M only.

HM) = H .
(2)

The electric vector potential derived from the

slot current is given by
-jk|r-r 7| -
> 1 _> e J s
1"—47TIJIM T;?Tdr ;. M =Mx
2 2

2
L2, e'jk\ (x-x")+(y-y )+(z-2")
= dx’dy ‘dz”’
47T J, ’( /7 2 2 2
\/(x=x")+(y-y~

Zw/2 -L/2 I+(z-z7)

and the electric and magnetic fields are given by

VAL 338 (4)
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(5)

(see appendix A for definitions of variables)

The basis functions chosen for the method of
moments solution are entire domain basis functions
based upon a sum of cosine functions of integral
multiples of x having support over the slot region.
The testing functions are chosen to be the same as the

basis functions according to Galerkin’s method.

The equivalent magnetic current in the slot can

be expressed as

ﬁ>(x',y vz )=
- N nm
X Z: ancos(—f-x')o [u(x +L/2)~ul(x"-L/2)]
n=1

¢ [uly +w/2)-uly -w/2)1+9 (2~
(6)

which when substituted into the equation for the

electric vector potential F yields

L/2 N nor e-ij
n=1 ancos(-i— )R $(z )dx"dy’dz’

-0 -W/2 -L/2 (7)
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where; R=\/{x-x’)2+(y-y’)2+(z-z')2

then

= s w/2 L/2 ot SKR
ijoH = x 047,, ancos( i x’ S(z }dx “dy “dz
-o00 -w/2 L/2 .
(8)
o ,w/2 ,L/2 - jkR

N
4—_7F VZ[Z ancos(r%x']gS(z’)dx'dy’dz’
“oo w2 tnsz Pl

+ X

This equation can be rewritten as convolution

integral in x

P(x) = cos(%) [u(x+ —%’—) - u(x- —If—)] ;
-3jkR
Q(x) = gﬁ_
then
= 252y a Kl P(x)®Q(x)d ‘S '
J Hb 7” n ° /2 y
-W

o, w/2
{: J’fﬁﬂﬁﬂpm)®onnmygu'

-0 "W/2 {(9)

(where ® represents convolution)
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Applying the distributive properties of the
convolution integral with regard to differentiation,
the Laplacian can operate on either P or Q prior to

performing the convolution.

v ®ax) = px) @ (7 %ax)) = (72r(x) ® (x)

Since the incident magnetic field has only an x
component the Laplacian reduces to the second partial

derivative on x.

2
s px) = -2 cos (B [u(x+ =) - u(x- Lo
dx
+ B o0 (BT [§(xr E-) - §(x- )] (10)
+ cos(-——)[S (x+ ——-) - § (x- -—-)]
which for n even reduces to;
- (nqr) cos(-——)[u(x+ —%—) - u{x- -%L)]
+cos(B-)[§ (x+ —==) - § (x= —==)]
(11)
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and for n odd ;

d2

nﬂ’z no7w
_f—)
dx

COS('E—X)[U(X+ -%—) - u(x- L

P(X) = —( 2

a
VA

+ %%2[ sin(agz)[ﬁ(x+ *%—) + & (x- —LL)]

Y
4

(12)

The choice of n even implies that an E-field
maximum at x = +/- L/2 which is inccnsistent with the
physical assumptions, therefore the choice of n odd is
employed. Substituting (11) into (8) results in the

following equation for the magnetic field in the x

direction
w/2 »L/2 2
“]WMH = -%Fz: j’ (k2~(gg[))cos(gfzx')
n= -w/2 =L/2
-jkR
QE, ax ‘dy
w/2
N -ij
n=1 n L n
-w/2
where R” is R evaluated at z = 0 ,

R™ = \/{x—x’)2+ (y—y’)2
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and R°" is R evaluated at z = 0, x'= _L/2

R = \/1Xt L/2)2+ (y-y’)2

The choice of testing function is made according

(51

to Galerkin’s method Hence an element of the set

is given by

Tm(x)l = cos(mfrx) [u(x+ -%L) - u{x-~ -%.)] °
m odd
[u(y+ =5=) - uly- ==)1  (24)

When (2) is tested by (13) over the support of
the slot a set of simultaneous linear equations result

from which the unknown current coefficients an can be

determined.

. . . ——
<T1(X) ’ Hl(x)> = - = - <T1(X) ’ HN(X)> al
<To(x) , HS(x)> = - - = <T.(x) , BS(x)> a

N Tl N "N 4 LN
| S—
— — (15)

i

L-<TN(x) ' HN(%li
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an arbitrary inner product is evaluated as

Sy =
<Tm(X) ’ Hx>

N L/2 ,w/2 2
2: an/[J‘ J’ (kz—(ggt))cos(ggzx')cos(mflx)
n=1 -L/27=-w/2

e—ij’
R ax dy dx
L/2 pw/2 ~§kR "’
207 _ 2L yoip(Ba- M 1€-3 .ay “d
+ j f ( I n?.)5111( 5 Jcos({ i X) R,,dy ax
-L/2 -w/2
L/2p, w/2 ~§kR" "
2o _ 2Ly g in 2K ), S -
+ ( L : )sin( ) )cos ( i x) R7 dy ‘aéx
L/2 -w/2 (16)

The above equaticns can be reduced and simplified
by further application of convolution methods and

manipulation of variables to yield
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L w/2

S, _ 4Lm
<T _(x) , Hx> = E: a (;—ET_E:;F)
0 -w/2 m-=n

[sin(im—ﬂl—-(L x° )cos(imi%IZEX')

+ sin( iﬂiﬂlﬂ[(L X ))cos(Lm—Bl——x Y ]e(k -(EQE))

—]k\ 2+y,2
dy ‘éx’
\/2
L/2 w/2
+ (2%11 ~ %%F)sin(ggi)cos(ggzx)
-L/2 -w/2
2
-Jk\/x+L/2) +(y-y’
¥ dy ‘ax 4 f I flLﬂ, (2L
\/(x+1/2> y-y
-L/2 -w/2
m?T -]k\/[% ~-1/2) +(y ¥ )
cos (7x) > day “dx (17)
\/QX 1/2) +(y y)
and
. L/2 .
<Tm(x) ' Hi) = J» cos(rﬂffx)e—jkX 51n9icos¢i dx
-L/2
(18)
307




[_Zcosry)mzfsin(@gr)+»2kosin(7wsine&cos¢icos(mg[)]

s . e e M M e e mem ke e e b e e m e e eae meme e om e ea e oo o e -

2 . 2 2 _ o mor,2
(k051n eicos di) ( i )

4. Computations

The solution of the matrix equation was performed
using numerical integration and matrix inversion for N
=1, 3,5, 7, and 9. The far electric field was
computed for each "mode" and the sum of these first
five odd modes. The results are plotted for phi = 0°
and 90° as a function of the far field angle theta (8)
in Figures 3 through 12 for each of the modes and
Figures 13 and 14 for the sum of the five modes. The
plots of Fiqures 15 and 16 are for phi = 0° and 90° as
a function of the angle of incidence of the plane wave
excitation. It is significant to note the following;
the computed far field for the sum of the first five
odd modes and that for the first mode N = 1 are almost
identical, the relative amplitude of the higher order
mode fields are at least 9 Db or more below the first

order mode field, and the form of the scattered far

field is the same as would be expected from a
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rectangular aperture. It is also of note that for a
narrow slot (w<< ﬂ) there can be no transverse
electric wave.

5. Conclusions and Future Application

The method yields the scattered field from a
transverse magnetic wave incident on finite length and
width slot in an infinite ground plane even for a
relatively small number of terms but the computations
must be validated by comparison to measured data. The
future application of this formulation will involve
the solution for a transverse electric incident wave,
superposition of the TM and TE solutions and the
extension to a solution for a pair of orthogonal

slots.
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APPENDIX A

Variable Definitions

a, n th coefficient of the basis function sum
from 1 to N

F electric vector potential

H>,E> magnetic and electric field vectors
2

k wave number =--

L slot length

M magnetic current vector
n summation index
P(x), Q(x~-x") functions of x, x-x~
R, r radius
T(x) testing function
w width of slot
theta incident polar angle
phi incident polar angle

inc, i subscript for incident quantity

scat, s subscript for scattered quantity

u[x't -%-] unit step function 1 for x~ > f —%-
0 elsewhere
(z”) impulse function 1 when 2z’ = 0 , 0 elsewhere
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NEAR-FIEID BISTATIC RCS MEASUREMENT AT BDM

R. Rogers and E. Farr
The BDM Corporation
1801 Randolph Road SE
filbnquerque, NM 87106
AESTRACT

The techniques of near-field antenna pattern measurement can
he extended to near-field RCS measurement. The wotivation for
doing so is precisely the same as that for near-field antenna
measurenents; i.e., the convenience of an indoor antenna range,
arnl an inprovement in accwracy. fllthough the near-field
measurenent problem is solvable in principle in a nanner analogous
to the near-field antenna problem, it requires a significantly
larger amount of tine to take the necessary data, ard to
subsequently process the data to obtain useful guantities.

BDM is currently involved in an on-going program to evaluate
the: feasibility of near-field bistatic RCS measurements. At the
tue of this witing, a conplete set of methewmatics has been
forwmulated to handle the probe correction and data processing.
The hardware has been built, softvere development is near
conpletion, and the analysis of canonical scattering abjects has
been completed. Experimental data soon to be taken for these

objects will be presented. It is hoped that the technique will
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prove to be a practical approach to RCS measurements.
1.0 INTRODUCTION

In this paper we discuss an on-going project to evaluate a
plane-wave scattering matrix (PWSM) approach to measuring bistatic
radar cross-section (BRCS). firrays of weasurements obtained with
separate transmit and receive probe antennas are computer
processed toc yield the complex bistatic scattering matrix as a
function of illumination and obhservation angles. The data
acquisition and conmputer processing are an exact sampled data
implenentation of the continuous-domain PWSM theory, provided that
attention is paid to handlimiting and sanpling constraints.

A particularly appealing aspect of this approach to BRCS is
that histatir measirements can be made at angles very close toc the
monostatic. A significant drawback is the large nwmber of
measwrenents that must be made.

We will discuss in turn the continuous-domain PUSM theory of
BRCS, the sampled-data formulation of that theory, and the
experimental work in progress.

2.9 PLANE-WAVE SCATTERING MATRIX BRCS THEORY

This work is based upon a three-antenna plane-vave scattering

matrix theory derived by Dinallcl. The goal is to calculate for

an arbitrary object a (nono-frequency) scattering matrix
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I es50T)
E!T) = (1)
Tiggglkod)

vhich describes the scattering of a unit incident plane vawe by an

al
=~

ohject. Incident and scattered propagation vectors are

T=1le +le +1le (2a)
XK yy z2
K=ke +ke +ke. (2h)
AKX Yy zz
The elements of the scattering natrix IM(R—,T) are specified hy

means of two polarization-related indices and two praopagation

wvectors. For example, 1 }T,T) refers to the 8-conponent of the

11996(
angular spectrum of the vave that is scattered when the object is
illuminated by the ¢é-cowponent of the angular spectrum of the
incident wave. Taking all four elements together, iu(LT,T)
specifies how the 8 and ¢ components of the angular spectrum of

the incident weve 1| are scattered into & and ¢ components of the
angular spectrum of a scattered vave k.

The scattering of an arbitrary wauvefront by the object
follows directly, since the superposition principle allows us to
create complex wavefronts as a superposition of plane waves.

3.0 CALCULATING SCATTERING MATRIX
In order to calculate the scattering watrix, we will first

calculate the - and é-components aof the scattered angular

spectrion over the area scanned by the receive probe, given
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illumination of the test object by the transmit probe in a
particular orientation and location. This process 1is repeated tor
a set of transmit probe locations.

The transmit probhe i1s then rotated to illuminate the test
ocbhject with a different angular spectrum, and ve repeat the
measurenents and calculations to determine the 8- and ¢-components
of the scattered angular spectrum for this second transmit prohe
anterma orientation and set of locations.

The laboratory measurements for bistatic near-field
scattering consist of gain and phase measurenents wade by a
receive probe as it is swept through a pattern of probe locations.
The receive probe scan pattern is swept repeatedly {and gain and
phase measurenents made) for a set of transmit probe locations, as
the transmit probe itself steps through a set of locationes in the
transmit prohe scan pattern.

The transmit probe and receiwe probe ve use are identical,
although they need ant be so. The receive probe’s receiving

characteristic

IQIB(E)

00| (3)
o Tp1a(k)

and the transmit probe’s transmitting characteristic
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1109('1‘)
I (1) = _ (4)
10 11056(1)

are assumed to be known (either analytically or enpiricallyz). As
in the case of near-field antenna measwrenents, neither probe
antenna should have nulls in a direction for which one wishes to
calculate the scattering matrix.

The transwmit characteristic is related to the antenna's
far-field E(r) as®

T oK) = —=——— Limit {kr‘-e_"kr E(F)}. (5)

2nk cosé r 9 o

For a reciprocal antenna, the transmit and receive characteristics

ara related hy
Y cosé
o

Igl(k) = TIQ(—'E) (6)

5
vhere YD is the characteristic admittance of the waveguide feed,
and 1, is the characteristic admittance of free space.

The scattering object is at the origin aof a coordinate system
S (Figure 1). We define 1 as the propagation vector of the
incident plane veve (from the transmit probe), r, as the

1

coordinates of the transmit probe, k as the propagation vector of

the scattered plane vave (to the receive probe), and r, as the
coordinates of the receive probe.

The measurement equation for mear-field bistatic RCS is
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{1} (23 {3y (49 {5}
vhere
K = kxi" + ky‘fy (8a)
C=1e +1le. (8b)
XX yy

The scalar ba is a nmeaswrable quantity that is the complex
gain factor describing the transmission path from the transmit
probe to the receiv= probe via the scattering object. The
incident wave is represented by the factor {3}. The exponential
{3} represents propagation of the incident wave from the
transmitting antenna to the object, and the multiplication with
{2} represents scattering by the object. The resulting scattered
spectrum of vwaves propagates {5} from the cbject tc the receive
probe; {1} represents the interaction of the propagated, scattered
wvave with the receiving probe itself. Note that multiple
interactions are not included in the measurement equation.

If wve consider the scattering ohject as a transmitting
antenna, the complicated wavefront generated by it can be
represented by a superposition of plane waves. UWe denote that
superposition by fl(Fl,lT), vhere Fl is the location of the actual

transmit source, and k is the propagation vector of the scattered

plane vaves.




Since the scattered spectrum is

r

F (r k) =J' I, (kT).

[P
=
']
N

I

w——
WO

the measurement equation above becones

+ekor,
T = - 1 2 2 ’ 1
01(lét)'l--'l(rl,k) e dK. (1@}

This is the wmeasurement equation for near-field antenna
neasurement. The usual nan;pulaticmsq {(i.e., two sets of
measur 2nents with different Tel(k)' Fourier transfarm, and

sinultaneous equation solution) are enployed to determine

Furthervore, the above two equations are similar in forw,
except that DQ(FI’F2) is a scalar vhile Fl(Fl,f{) is a vector. The
solution techniques of near-field antenna weaswrement can be
applied to solving for F‘—I(Fl,ﬁ_), except that two independent

solutions, representing the ég and e, components of FI(FI,I?), mst

#
be found.

In order to calculate the scattering matrix it is necessary
to determine a second, independent scattered spectrum 1-7—2(?1,17)
that represents the scattered spectrum with the object 1lluminated
by a different source spectrum. For exanple, with

linearly-polarized transmit probe, rotating the transmit probe by

n/2 creates a different source spectrum. So, with the transmit
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probe antenna rotated n/2, we repeat the entire series of
measurenents and calculations. For each transmit probe location

r, we measure an array of scalar values as the receive probe is
noved through its scan pattern. £ secord array of scalar values
is measured with the receive probe in another orientation. These
two arrays of measured data, called boB(rl,rz) and bnq(rl,r2), are
used to calculate fz(;-_l,i?).

Referring to the general bistatic measurement equation (7),

we have calculated F (r ,k) and F,(r,,k), vhere

o o -J-F1 _
F (r,k) = gu(k,l)-lw(l) e dL (L1a}
and
_ _ o —LT-FI _
FZ( l,h) = l“(k,l)- io(l) e dL (11b)
are Fourier integrals that way be inverted to giwve:
o A _ +¢.T-F1 _
JJ
o L T _ +(.T-F1 _
Lu(k,l)-lio(l) = 4n2 J Fz(rl,l) e clrl (12b)

This time the integrals are over all positions of the
transmit probe, holding the receive probe position fixed. Since

the transmit probe moves in the plane z = d, let

Ry =r e * T 9%y tdee, (13}

and the integrals become
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T | R 1% o0 - S
lll(k'l) 110‘1) = — Fl(rl,l) e dR, (14a)
an” |
L eﬂ'dlz fr +cf-§1 B
gll(k,l)-l'o(l) = 5 Fé(rl,l) e de. (14b)
qn  wf
We define a pair of wector coupling products 6IE}T) and
Q' (k,1) as
o e+°dlz [h _ +LE7§1
Q(k,I} = = F,(r,,]) e dR (15a)
4112 JH 1V 1 1
o e-H.,dlz r o "’LE :EI N
Q'(k,1) = 5 FZ(rl’l) e g (15L)
q" ~J
s0 that we can wite
gu(ivT)'Tm(T) = 6(Esl-) {16a)
_1__11“?!1-’ fio(‘l) = 6'“7!1—) (lﬁb)

Expanding the above equation in conponents, and dropping the

explicit (k,1) dependence,

vhich has solutions:

%lios ~ “%lios

Iiig = A
I  %lies " Y%lies
1184 ~ A
. 9%'ies ~ %lies
1149 ~ A
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(17)

(18a)
(18h)
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%'10s ~ %10

Ill¢¢ = 3 (18d)
provided the determinant
4= Tiog'ios ™ T106' 100 (15)

is nonzerc for particular (k,1). This completes the calculation
of the scattering matrix.
4.9 ANGULAR FILTERING

Since the probe antennas way have very hroad patterns,
probe—-to-prule coupling is an area of particular concern in this
technique of BRCS measurewent. Hoveser, the transmit probe is in
the plane of the receiwe probe, so the plane wave spectrum
illuminating the receive probe contains primarily waves with
k:-: £ @. These plane waves appear on the periphery of the Fourier
transform in kx-ky space and can be supprocsed, provided that the
probe-to-probe coupling has not svamped the desired scattered
signal due to limited receiver dynamic range.

In Figure 2 ve show a typical measured angular spectrum. The
scattering ohject wvas a 6-inch diameter sphere illuminated at 10
Ghz by a stationary transmit probe. The kx—ky plane shown covers
the entire backscattering hemisphere, but the angles of walid
reconstruction encompass only the large double peaks, which are

one component of the plane wave spectrum scattered from the

sphere. The broad lower peak behind the double peaks comes from
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probe coupling, while the smaller peaks around the periphery are
due to room reflections. Note that the probe coupling pezk has
wrapped around into the positive—ky area of the calculated
spectrum.
5.2 DISCRETIZATION ISSUES

As in the case of near-field antenna weasurement, it can be
shown® that TI{k) in the x-y plane is effectiveiy bandlimited, so
that a sampled-data approach to weasuring I(k) in the plane z = d
(a constant) is sufficient for reconstcucting I{k). If the plane
of measurement is not in the reactive near-field of any source
antennas (i.e., several vwavelengths or more from the antennas),
sampling T(k) at intervals slightly smaller than A/2 ensures that
evanescent vaves are attenuated sufficiently so that the spatial
Nyyuist requirement is met. Finally, spatial filtering and
aliasing theory (and experiment) indicate that sampling at
intervals larger than A/2 may he acceptable in certain situations.

Evaluation of integrals of the form

)
tk xn

H(k ) = | h(x) e ™ dx (20)

is feasible for bhandlimited h{x) using sanpled data and discrete
Fourier transform techniques. The continuous function h{x) is
sampled at intervals of bx, vhere 6x is chosen sufficiently smll

to ensure that the spectrum of h(x), convolved with the sampling




window, is unaliased for the k of interest. The sampled h{x) is
a finite sequence
h'{n) = {h{x) | x = x + (n-1)-6x, n=1,...N} {21)
= h'(1),h'(2),...h' (N)

vhich is implicitly periodic in n with period N. The DFT of h'(n)

is
N ~2n¢ (n-1) (m-1)
H' (m) =§ h* (1)e N ,m=1,...N (22)
n=1
vhere (for even N)
Bk = = (22)
[ (m1)ok m=1, 2, .%-u
K =l (24)
X
[m-(N+1)Jok m = 42,543, ... N
H{k_) = 6x-H'(m). (25)

Due to the discrete inplementation, laboratory measurements

and data analysis yield a set of scattering matrices

_ Ty e i’L,j) Illxy(xi’LJ)
1, (B.,0) - _ L (26)
Iyl Iy yy(BioL;)

=

=

-;’Lj)
wvhere R: and E,j can take on only a discrete set of values that are
determined by the measurement grid size, the spatial sampling
interval bx, and the "rules” of the DFT. Fourier interpolation
can be used to increase the resolution of the grid of values of K

ard L.
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Particular values of kx and ky represent plane wave with

scattered angles

8 = cos '(k_/k) (27)
¢ = tan }{k /& ) (28]
vhere
7
k7=tJ K2 - (kiu(;) . (291

Howewver, the reconstruction is valid only tfor scee limited range
of § and ¢ determined by the sawpling geometry (Figwe 3). If the
Fast Fouwrier Transform (FFT) is used to evaluate the DFT, kx and
}:y range from ——g— to +—g—— {assuming 6x=5y55). It turns out that
almost all of the transform valwes calculated by the FFT
correspond to invalid 8, ¢, while the FFT's sampling density in
the vaiye of valid J,¢ 1s —ory sooree. Thus it is practical to
directly evaluate the series for arbitrary specified kx and ky. A
similar argument applies to 1}( ard 1
6.@ APPARATUS

The scan table has two wovable carriages, each with ome
novable platform. The carriages and platforms ride on stainless
steel rails with recirculating ball-bearings, and are driven by
Slo-Syn stepper wotors via steel-and-plastic chains. Step size is
2.21175 inch, and positioning repeatability is typically @.0@5

inch, The takle is equipped with safety limit switches and

TN
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infrared indexing sensors. The object under test (OUT) 1s
supported on a test fixtuwe above the scanning table, and the
transmit and receive probe antennas are nounted on the platforms.
Absorber material 1s suspended above the OUT.

The probe antennas are identical equal-length open-ended
sections of X-band waveguide. Each probe 1s held i1n a nounting
bracket that is bolted to a single mounting hole on 1ts platform.

The probe antennas wove through predetermined scan patterns
vhen measurements are being nade. The scan patterns are (at the
noment ) non-overlapping squares. During “on-the-fly” scanning the
receive probe moves along the x-axis while holding vy constant.
The x- and y-sanpling intervals for both the receive and transmt
probes are identical {after spatial filtering and reszmpling).

The equipment configuration for performing near-field
measurenments 1s shown in Figure 4. The synthesized BF signal is
taken from the output port of the Hewlett-Packard 8408B Microwave
Network finalyzer to a 20-vett TUT amplifier, and then to the
tranemit probe antenna via semi-rigid coaxial cable. GSemi-rig:d
coax also carries the received signal from the receive probe to a
preanplifier and then to the input port of the 84@€B.

Measurements are ohtained “on the fly” as the receive prove
scans at 30 cm/'sec. The gain and phase values are captured by

dual sample/hold awplifiers with a 6 ysec wvandow for digitization
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hy a 12-bit/D converter. The network analyzer bandvidth 1s

fbw = 1@ Khz; assuming an effective integration time of about

3¢ the data "smear” length is about @.1 wm.

by’

Meacsured gain and phase are converted to I and Q components
and stored to hard dicsk. Data acquisition 1s controlled by a
conputer program that runs in the IBM-PC computer.
7.0 OVER-SAMPLING

Under 1deal conditions the gain and phase need be sampled

only at A/2 intervals {or slightly nore often if one is near the
reactive near-field of the test chject). We oversample by a
factor of ten hecause: 1} noise generated in the electronics for
gain and phase detection swears out the spectral content of the
signal being measured; 2} a generai ruie of thumb in digitizing
and processing nolsy signals is that ane should digitize at five
to ten times the Nygquist rate; 3} filtering techniques can be
used to reduce the {uncorrelated) noise on the signal;
4) nonlinear filtering techniques can be used to detect and
correct invalid phase neasurements caused by phase wrap-around,
and 5) room reflections produce spectral components with spatial
frequencies very near the spatia: Nyquist frequency. The measured
rorse will be uncorrelated from sample to sample if digitizing is
performed at a rate that 1s at least an order of magnitude slover

than the reciprocal of the IF bandvndth.
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The data are zanpled at A\/20 intervals during scanning. The
algorithm to detect glitches that occur in the measured phase
values (due to phase wrap-around in the gain/phase receiver) uses
differentiation to enhance noise and attenumte low-frequency
deterministic signal ccmtente, and Tchebycheff’'s Inequality7 to
detect unusually large nwise peaks ‘hat are due to the phase
glitches. Tchebycheff’s Inequality relates the prcbability of
deviation of a sample of a stochastic process from its expected

valuwe, to the variance of the process, as

P{|B-u| > no) < n 2 (32)
where

# = E{X} (31)

o = E{(x—m,?} (32)

are the expected mean and variances, respectively. Foar example,
1f X 15 the I signal’s derivative, and n=3, then X will deviate
from 1ts mean by an amount 3¢ with probability no larger than
@.111, irrespective of the probability density function of the
stochastic process. With appropriate choice of n, this technique
detects phase glitches reliably without triggering on noise
conponents that are indeed part of the receiver's noisy output
signal.

The detected phase glitches in I and Q are patched over by

interpolation and a low-pass spatial filter is applied to I and Q.
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While averaging groups of ten adjacent samples 1s a straight
forverd approach to filtering, it distorts the higher spatial
frequency conponents of the desired signal. We use a 2l-term
iinear-phase low-pass finite-inpulse-response filter wvhich is
applied to the over-sampled raw data to inmprove the signal to
noise ratio. The filter response is down ©.7 db at spatial
frequencies of i/A, and 5@ db dovn at 4/A. The tiltered data are
resampled at A/2 and stored to disk. Spatial filtering imposes no
tive performance penalty since the computer is idle during the
scan re-trace interwval.

By means of pover spectral analysis of the rav and filtered
data sets we determined that the I and Q signals are dovwn at least
25 dbh at §/», and that phase glitch correction and spatial
filtering lovwer the effective noise floor by typically 10 to 13
db.

8.@ VERIFICATION APPROACH

Since the experimentally-determined scattering matrices are
defined at discrete values of K and [, it is convenient to
construct one's theoretical models of scattering such that the
precise values of K and L calculated by the analysis sof tware can
be automatically plugged in to yield the thecretical scattering
7alues. From an algorithmic standpoint, this correspords to

implementing the theoretical or numerical nodel of scattering as a
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subroutine that has as input the values of K and L for which o

theoretical prediction is needed.

We are taking a three-part approach to verifying the
equipment and theory. Ir the first part, we performed a standard
near-field antenna measurement on a known antenna, processed the
data using tnalytic probe pattern for probe correction, and
campared the resulting pattern data to knovwn data for the antenna.
The result of this step was verification of the near-field antenna
measurement capability (equipment, data acquisition and analysis
softvare). Since the first part of the BRCS data analysis is
essentially a near-field antenna solution, this provided a partial
validation of the BRCS softvere.

In the second part ve performed near-field antenna
measurement on a known target {conducting sphere) with known

quasi-~piane-vave illumination in the Ee and E, planes. The usual

@
near-field antenna data analycic vacs performed using a
high-density grid, arnd +the results conpared with predictions. The
result of this part vas verification of the prediction and
conparison sof tvare.

The third part consists of performing the full-up bistatic
scan with both transmit and receive probe antennas 1n wotion. The

measured data will be processed as described above to yield the

scattering matrix for the object. The results of this part will
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be verification of the bistatic analysis software and an

evaluation of the feasibility of the PWSM bistatic RCS algorithm.

Both separate and cwverlapping scan patterns will be evaluated.
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ABSTRACT

This paper discusses a criterion useful in the design of a
two-wire simulator in order to optimize the uniformity of the
incident EM fields within the volume occupied by a test object.
It is shown that the separation between the two wires 2a and their
height above the ground b can be chosen in such a way to minimize
a functional describing the deviation from uniformity, in the
sense of the root-mean-square value, of the principal component of
the electric field in a cross section of the volume occupied by
the test oh;ect. Measurements performed on an actual two-wire
illuminator verify that, when this criterion is implemented in the

design, the field uniformity is satisfactory.
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1. INTRODUCTION
The purpose of the analysis described in this paper 1is to

support the design of an illuminator for EMP (Electromagnetic

Pulse) hardness surveillance. The antenna, shown in Figure 1,
consists of two wires in a configuration similar to a rhombus
connected v a generator at one vertex and to a matched termina-
tion 1oad at the other vertex. At the section PP' the wires are
supported by a dielectric cord stretched between two poles. The
mechanical arrangement allows for the wire separation and height
above the ground to be varied within an ample range, thus offering
design flexibility. The portion of the system on the left of
section PP' will be referred to as the launch region, whereas that
on the right is the termination region. The otject to be tested
occupies the volume indicated by V, which will be referred to as
the working volume, The generator can drive the wires at either
the same voltage (common mode) or at voltages of opposite polarity
(differential mode).

When the structure rests on a perfectly conducting ground and
has a matched termination, it has been shown [1], [2], for the
common mode excitation that, at low frequencies, the currents
along the wires are well approximated by travelling waves and that
the system behaves like a two-wire transmission line with a spher-
ical wavefront operating in the TEM mode, Furthermore, since in

the present case the angle n indicated in Figure 1 is maintained

346




Ccw termination

source v

I T

) ground plane

Cw
source

| termination

!
s T

P’ : :
termination

launch region

region (1)
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small in the Taunch region, the portion between wires and ground
of the surface of the sphere (wavefront) which has the source as
origin and 2z as radius (see Fig. 1) can, with a good approxima-
tion, be taken to be its projection on the plane x-y.

As the frequency is increased the travelling-wave transmis-
sion line model is nnt truly valid anymore and both the current
and the fields exhibit a standing wave behavior. Moreover, longi-
tudinal components of the electromagnetic fields appear in addi-
tion to transverse components. However, for most of the frequency
range of interest to us, on each transverse plane, the formal
distribution of the dominant component of the fields can still be
reasonably approximated by those of a transmission line., The EM
fields of a two-parailel-wire transmission line above a perfectly
conducting plane operating in the TEM mode in any plane transverse
to the z-axis are well known from static analysis. Such distribu-
tion is sketched in Figure 2 for hoth the common mode and the
differential mode. It is observed that, in a region D between the
wires and the yround which is a cross section of the working
volume, for the common mode excitation the electric field is
predominantly vertical, whereas for the differential mode it is
mostly horizontal. When performing EMP hardness surveillance
tests one is concerned with illuninating a test object with elec-
tromagnetic™ fields which are as close as possible to those of a

plane wave, i.e., uniform in any transverse plane. Therefore, the
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main goal of this analysis was to determine the geometrical con-
figuration of the wires, i.e., separation 2a and height b above
the ground (see Fig. 2} which give the most uniform field in a
prescribed region D, for both common mode and differential mode

operations,

2. MATHEMATICAL FORMULATION

The transverse EM fields of a transmission line operating in
the TEM mode can be determined by solving the static problem of
two infinitely long, uniformly charged, parallel wires above a
perfectly conducting ground plane, This two-dimensional problem
is described by the Cartesian coordinate system presented in
Figure 2. The distribution of the fields everywhere in the x-y
plane is easily obtained by applying the method of images and
superposition. When the charge has the same sign on both wires
(corresponding to the common mode) the electric field in the
region D is predominantly directed along the y-axis. Such domin-

ant component is given by

o (x-a)° + (y-b)°  (x#a)® + (y-b)
+ b y +b
B %’ 5 - 5 5 } (1)

(x-a)" + (y+b) (x+a)” + (y+b)

where g is the wire charge per unit length and £ is the vacuum

electric permittivity. On the contrary, when the wires have
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opposite charge (corresponding to the differential mode) the
electric field in D is predominantly directed along the x-axis.

Such dominant component is

o= x + a ) X - a
X el (xea) + (y-b) (x-a)2 + (y-b)2
_ X + a + X - a } (2)

(x+a)% + (y+0)°  (x-a)° + (y+b)%

Within a prescribed region D the uniformity of the field depends
on the choice of a and b. As a criterion to quantify the extent
of uniformity we introduce a functional F (E&, a, b, D) [3], which
gives the relative deviation, i.e,, the 2-norm error, of any of
the relevant components of the field with respect to the average
value taken in D. In its general form F (E_, a, b, D) is defined

S

as

(3)

(O (a,0,) - E2V%(a,0)) 0l /7 /e (a p)
D 6

o

F(E_,a,h,D) = {

R ’

where F& is either Ey for the common mode or Ex for the differen-

tial mode and £ is a variable describing the domain D.
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Moreover, E is defined as

Since we are concerned here with test objects such as aircraft
whose cross sections exhibit a maximum linear dimension which is
greater than the others, D can be taken to be a straight segment
either lying parallel to the x-axis (representing the wings) or
along the y-axis (representing the cross section of the fuselage
and tail) at a certain height h above the ground. This choice
allows us to carry out the integrals in Eq. (3) and Eq. (4) analy-
tically. Once F is constructed, the maximum uniformity is achiev-
ed by choosing a and b such that F is minimum 1‘ln D. Moreover,
since a and b are independent parameters it might be useful to
introduce an additional constraint based, for instance, on the
hehavior of the field or its derivatives at one point, to esta-
blish a relationship between a and b, thus eliminating one para-
meter. For the case of the common mode excitation one such rela-
tionship exists [4] that provides a good uniformity in a local
region around the center of the structure, coincident with the
origin of the coordinate system (from Fig. 2), where the field is
strong. Such relationship is a/b = 1//3- and it has been incorpor-

ated in our analysis. For the differential mode excitation a
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correspondent relationship was not found because in this case the
origin is a point when the field goes to zero.

Once the integrations in Eq. (3) and Eq. (4) are carried out
one is left with transcendental functions of a and b which are
then minimized graphically.

For the sake of brevity the explicit expressions are not reported
here,

Figure 3 presents the resulting 2-norm error over the wings
for the common mode excitation, as a function of a/h. The rela-
tionship a/b = 1//3 is here used. It is seen that the error
decreases rapidly and for a/h > 5 it is bounded by 5 percent.
From this curve, for any prescribed maximum deviation, one can
immediately determine a range of possible values for a, and conse-
quently for b, which satisfies the requirement.

Figure 4 illustrates the 2-norm error, again over the wings,
for the differential mode excitation. In this case, one is con-
cerned with a family of curves with the variable b/h on the ab-
scissa axis while a/h acts as a parameter, assuming discrete
values. A dual representation, with the roles of a and b inter-
changed, provides exactly the same information. Again it is noted
that the error decreases when a/h and b/h increase. Also, for a/h
and b/h large, which represent a realistic situation, the minima
of the curves are fairly broad, emphasizing that the choice of a

and b is not critical within a certain range of values. Charts

353




"Y/® 40 UOLIOUNy B Se SBULM UBAO JOUU3 WAOU-7

u/e

8'¢c

‘g 24nbLy

P

9°'S c'y

/s

/7/7771407/44747879777777777,

}

i

UOT3e3TIX3 apow

uowwon

10

0e’

oE”’

ov’

06’

09°

0

0

0

0

sbutm JUaAo Jouus wJdou-2

354




Differential Mode Excitation

SBUTM JU3A0 JUouus wWayou-2

355

b/h

of b/h, while a/h acts

ction

fun

Figure 4. 2-norm error over




1ike those of Figure 3 and 4 are directly useful to the designer
in choosing the optimum a and b within a range of possible values,
compatibly with other constraints, such as test site area, pole

length, etc.

3. IMPEDANCE CALCULATIONS

For good performance, illuminators of this type are usually
terminated into a resistive load of value equal to the character-
istic impedance Z. = V/1 of the transmission line at the ending
section. Using again the static model for two parallel wires to
calculate the voltage and after dividing by the current, it is

ohtained

n

2
20 gn 1t /T+(R/b)2
1 - /1+(R/b)

R+ Len [ v /2)®)) (9

7' =
¢ R/b

+

for the common mode and

"o 1+ /T+(R/a)2
— fan | i
" 1 - /1+(R/a)

Riay _ Sen (1 + (a/0)3} (6

le =
¢ R/a

-+

for the differential mode, where R is the radius of the wire
and "o * 377 o is the free-space intrinsic impedance, It is
pointed out that in both cases the characteristic impedance con-
sists of the sum of two terms; one, depending either on the ratio
R/b (common mode) or R/a (differential mode) is the dominant

contribution, while the other, depending on the ratio a/b, pro-
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impedance at PP', This can be of great help in reducing reflec-
tions. Unfortunately, this correction cannot be applied to the
launch region because here d/dz {ZC} is positive and one would
have to "substract" a resistance d/dz {ZC} dz for every portion dz
of wires.

It is pointed out that the reflections and scattering origin-
ating at the wire bends are not affected by this measure and hence
they are still present.

One might try to mitigate this effect by making a smooth transi-

tion around the poles instead of having a sharp bend.

4, CONCLUSIONS

A criterion is presented to help in selecting the wire separ-
ation and height above the ground in the design of a rhombic
illuminator, such that the most uniform fields in a prescribed
working volume are obtained. In addition some impedance consider-
ations which help to reduce the reflections in the working volume
are also given. The above criterion and impedance considerations
were applied in the design of a tow level CW illuminator. Unlike
the configuration in the model, the real system was built without
a conductive ground plane in order to get higher fields near the
ground for the differential mode excitation. Results of a prelim-
inary field mapping for the common mode excitation show that the
uniformity is satisfactory and that the distribution of the prin-

cipal component of the electric field in any cross section of the
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working volume closely follows that of the model

used

in the

analysis (Eq. 1), with differences of less than a factor of two.
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A UNIFIED METHOD OF ANTENNA SYSTEM ANALYSIS BASED ON THE
PARAMETRIC MODELING OF COMPONENT SCATTERING COEFFICIENTS

W. Milroy, M. Middeke, R. Lewis, M. Thomas, S. Drost

Antenna Systems Laboratory
Radar Systems Group
Hughes Aircraft Company, Los Angeles, CA

Abstract

The ongoing development of a computer-aided design tool for the
comprehensive analysis of antenna systems and subsystems is described. Ultilizing
custom Automated Network Analyzer software, arbitrary N-port devices are fully
characterized in terms of scattering coefficients. This data is in turn modeled as a
function of frequency and physical variables in order to provide a continuous
parametric representation with up to a 50:1 reduction in required storage space.
This parametric representation allows for a statistical investigation of antenna
system and subsystem behavior in terms of user-specified mechanical and electrical
tolerances. Based on an accrued library of scattering matrix characterizations of
individual antenna components, the resultant network parameters (VSWR, Isolation,
Insertion Loss, and Phase), far-field patterns, and RCS characteristics of ensemble
antenna systems and subsystems can be predicted based on simple linear algebra
techniques. The analytical theory and mechanics of this approach are discussed along
with numerical results for a typical antenna subsystem application.
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1. Introduction

In an environment of increasingly stringent performance and observability
requirements across ever-trcadening frequency bandwidths, today's antenna designer must
reconsider the soundness of heretofore common analysis assumptions and approximations.
Specifically, higher-order reflections and finite isolation effects between adjacent and remote
components can no longer be dismissed as negligible, the finite accuracy of theoretical
models becomes a point of increasing concern, the imperfections of "perfect” loads take on
new significance. Likewise, the prudent specification of internal mechanical and electrical
tolerances becomes increasingly critical in optimizing the balance between performance and
producibility. In response to these new challenges, we are currently developing a unified
approach to the analysis of antenna subsystem and system behavior based on the
measurement and utilization of parameterized scattering coefficient data.

Scattering coefficients were chosen over other charactierizations (Impedance,
Admittance, etc.), because of their straightforward means of measurament and their
correspondence to real physical attributes. Figure 1 illustrates an overall flow diagram of our
approach which can be conveniently subdivided into two major subtasks.

First, as a resource for the secona task, we create and augment the scattering
parameter library. This involves the scattering coefficient characterization of a variety of
common devices and junctions in terms of frequency and physical variables (iris depths,
septum offsets, stripline widths, etc.) over suitable ranges. This raw data is first collected
through the utilization of an automated test procedure, transformed and processed in the
spatial domain, parameterized in terms of physical variables, and finally stored in condensed
form as a member of the scattering parameter library.

The second major subtask is the computation of the composite scattering coefficients
(and related characteristics) for user-specified networks comprised of components whose
individual scattering coefficients have been previously stored (in condensed form) in the
scattering parameter library. These computations are performed over a user-specified range
of frequencies for a user-specified set of physical variable settings and tolerances. An
executive program manages overall analysis operations in conjunction with a circuit analysis

"engine” optimized for the performance of repetitive linear algebra operations.
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FIGURE 1. OVERALL FLOW DIAGRAM, THE UNIFIED ANALYSIS APPROACH
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2. Creation and Augmentation of the Scattering Library

2.1 Scattering Coefficisnt Measurement

Figure 2 illustrates the fully-developed automated test procedure in flow diagram
form. This procedure is currently software-implemented on an HP8409C Automated Network
Analyzer as depicted in Figure 3. Data is temporarily stored on floppy disk at the HP9000
terminal prior to transmission to a mainframe (TSO) computer via a modem switch.

The automated test procedure commences with a series of prompts, at which point
the user provides a description of the device under test (device function, reciprocity, number
of ports, dataset name.) In addition, interface specifications, interface-to-junction distances,
and names are specified by the user for each device port. The prompting sequence
continues with user-specification of lower limit, upper limit, and cut-off frequencies plus the
desired number of frequency samples (restricted to an integer power of 2 due to the
implementation of Fast Fourier Transform (FFT) in later processing.) Based on this
information, frequency samples are selected such that they are evenly-spaced in phase
constant B in order to provide optimal resolution when transformed to the spatial domain (ses
Section 2.2.) Finally, the user is prompted for the names, limits, and increments of all physical
variables to be associated with the devica.

Based on the information provided by the user, an optimized test sequence is
formulated and presented to the user for approval. This tabular test plan specifies the
minimum number of required permutations of port connections and physical variable
combinations, minimized on the basis of device reciprocity and network analyzer capabilities.
In addition, data storage space is allocated and initialized with all user-specified device
information.

Upon user approval, a calibration procedure is performed and the test sequence is
initiated. All required hardware disconnections and connections are explicity prompted and
confirmed step-by-step.

All raw measured data is calibrated at the completion of the test sequence, then
formatted prior to transfer to the mainframe computer. Transfer is accomplished via a modem

switch with all data echoed for confirmation of error-free transmission.
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2.2 Data Reduction in the Spatial Domain

The overall methodology of this facet of the modeling process is illustrated in Figure
4. However, before discussing this approach in detail, it seems appropriate to justify our
methods based on some theoretical and physical reasoning.

Calibrated data transferrad from the network analyzer to the mainframe computer is in
the form of N-frequency sampies (for each scattering coefficient), evenly-spaced in phase
constant B. Note that we rafer to § as the "frequency” domain because of the simple one-to-
one relationship between B and f (directly proportional for fo = 0.)

The frequency domain. while the most direct, is not the ideal domain for modeling the
physical variable dependence of the individual scattering coefficients. Instead, transformation
to the spatial domain is desirable in order to separate frequency and physical dependencies
and thereby simplify the modeling procedure. To see this, assume that any particular

scattering coefficient can be expressed "exactly” as:

Sn B0 = D, Ty Bx) 67 Pk (1)
K=o

where T' (B ,x) is a discrete complex reflection or transmission coefficient for a discrete
frequency-(B) and physical variable-(x) dependent discontinuity located a distance | from a
reference plane. These discontinuities may be real or fictitious (higher-order reflection terms.j
It is our desire to solve for the reflection/transmissinn coefficients 'y (B,x) at each of the
discontinuity positions I given Spn(B.x). However, two obstacles block our immediate
progress in that direction.

First, the frequency dependence of the reflection/transmission coefficients appears
to preciude the direct application of a Fourier Transform between B-space (frequency domain)
and I-space (spatial domain), since Fourier cosefficients must be independent of the transform
variable. Second, the infinite nature of the summation would indicate that an infinite number
of frequency samples of the scattering coefficient would be required. As a solution we
propose now (and validate later) the following assumptions.

1. Assume that the frequency dependence of each discontinuity T'\(B.x) is weak
compared to the frequency dependence «f the composite scattering coefficient Sy (B .x) and
can therefore be modeled by a frequency-indeperdent term I'y (x) augmented by a "few”

fictitious frequency-independent "sideband" terms I (x) adjacent to I'y (X).
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2. Assume that the ', (x) terms diminish with increasing k sufficiently quickly, such
that the series can be truncated at N terms.

With these assumptions applied, (1) can be rewritten as:

N-1
S ma <Bi,zo=z I (0 e Bk [i=0,1,2,....(N-1)] (2
k=0
which is in a form ideally suited for application of the Fast Fourier Transform (FFT) in order to
solva for the N reflection/transmission coefficients I‘k(x) at each of the discontinuity positions
Ik given N frequency samples of the scattering coefficients Sy (B;.X)-
Given the N discrete evenly-spaced "frequency” samples B, , we can solve for the N
discrete evenly-spaced discontinuity positions lx. These are easily shown to be:
(N-1) 2n
Ik = k
N BueHBLow

k=0,1.2,...(N-1)]  (3)

whete Bhigh and Bioy are the phase constants associated with the highest and lowest sample
frequencies.

Note that the discrete sampled nature of Smn(ﬁi,)g) and the finite summation limit (N-1)
appearing in (2) imply a minimum resolution Al and maximum range Iy in determining
discontinuity locations. These limits are easily verified to be
_(N-1) 2n

Al
N BricnBLow

(4)

fmax = (N=1)Al (5)

Thus, with the application of FFT, we transform the scattering coefficient data from the
frequencogdomain to the spatial domain, thereby removing direct frequency dependence and
reducing the modeling problem to that of characterizing the physical variable dependence of
each reflection/transmission (Fourier) coefficiant. This subject will be covered in detail in
Section 2.3.

Note that the discontinuities in a real physical device are usually somewhat localized,
therefore it's not at all surprising to discover that the total speciral energy (defined as the sum
of the squares of the Fourier coefficient magnitudes) is highly localized as we!l. We therefore
can (and do) exploit this fact in order to dramatically reduce the number of coefficients that

must be modeled and stored by selectively retaining only dominant coefficients.
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This advantage will be discussed towards the end of this section. Additionally, the physical
equivalence between the Fourier coefficients and the actual discontinuity locations and
reflection coefficients implies a reasonable expectation that the physical variable (Xx)
dependence of the Fourier coefficients will be well-behaved.

With this background in mind, we can now restate our spatial domain modeling
approach as follows: Optimally pre- and post-process the scattering coefficient
data In such a way as to retain a minimum number of Fourier coefficlents
whose physical variable dependence is maximally benign while allowing
reconstruction of the scattering coefficients In the frequency domain to an
acceptable level of precislon. This procedure is illustrated pictorially in Figure 5. The
mechanics of the approach are quite involved, but include some basic "bu-ilding block”
processes.

Center-referencing is performed on the scattering coefficient data in the
frequency domain for the purpose of removing excessive complex exponential "rotation”
through the artificial removal of idealized transmission line lengths. Figure 6 illustrates this
process and shows the resultant translation toward the reference plane in the spatial domain.

Unmasking is a process by which internal reflection coefficients, attenuated by the
presence of large discontinuities near the reference plane, are restored to their isolated
magnitude levels. This is accomplished using a coefficient-to-coefficient recursion relation
and has the effect of separating the physical variable dependence of specific coefficients,
thereby improving overall modsling accuracy. Figure 7a illustrates the transformed reflection
data for a two-stub waveguide tuner (pictured in Figure 17) with both stubs protruding halfway
into the waveguide. Note the clearly dominant Fourier coefficients associated with the two
capacitive stubs and the apparent attenuation of the second dominant coefficient despite the
equal penetration of the two stubs. Figure 7b illustrates the spatial domain after application of
the unmasking process. Note the amplification of the second coefficient and the (now
apparent) pseudo-discontinuity corresponding to the second-order reflection contribution.

Focusling is a method by which small idealized transmission line lengths are added
or removed in the frequency domain in order to enhance spectral energy concentration in the
spatial domain, thereby minimizing the number of Fourier cosfficients which must be modeled
and retained. Optimal focusing is accomplished when the actual physical location of the
dominant discontinuity in the spatial domain falls directly on a discrete Iy value. The required

focusing shift range is therefore restricted to the width of one resolution cell Al. Figure 8a
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illustrates the spatial domain for the two-stub tuner before focusing. Note the enhanced
susalian energy concortion afie osiog e aatows e Piyere 8b,

The reason for the improvement due to focusing is best understood by considering
the case of a single theoretical discontinuity of unit reflection coefficient magnitude, located
precisely at the | = |; position. As illustrated in Figure 9, the frequency response for this
discontinuity, when transformed to the spatial domain, yields a precise unit impulse function at
the k = i position. Now consider the same discontinuity shifted to the position | = [ + (Al/2).
Figure 10 illustrates the spatial domain for this case, revealing equal and opposite impulses of
magnitude (2/n) located at the adjacent positions k =i and k = (i+1). A significant sideband
structure is now evident, requiring the retention of numerous coefficients in order to
adequately mode! this discontinuity, and hence the value of focusing becomes apparent.

We will now validate our previous assumption that a mildly frequency-dependent
discontinuity can be modeled by a frequency-independent discontinuity together with an
adjacent sideband structure. Figure 11 illustrates the spatial domain for a frequency-
independent discontinuity located at the physical position | = |;. Figure 12 illustrates the
normalized spatial domain for a linearly frequency-dependent discontinuity located at the
identical position. (The magnitude of the reflection coefficient varies linearly by 22 percent
over a 40 percent frequency bandwidth.) Note the small sideband structure now evident at
the base of the main impulse.

Recall that we previously assumed that we could truncate the infinite series (1) to a
finite N-term series (2) without a loss in accuracy. In the spatial domain, this is the equivalent of
imposing a finite (spatial) bandwidth limitation. That is to say, we require that no total electrical
path length, regardiess of reflection order, can be greater than the distance Iax (5.) For the
typical application of a WR-90 waveguide-based device, sampled at 256 evenly-spaced
samples in 3, over the frequency range of 8 10 12 GHz, we compute Al and |44, based on (4)
and (5), to be 2.16 and 551 inches respectively. In this particular case then, the validity of the
truncation hinges upon the very reasonable assumption that all higher-order reflections within
the device have dissipated to zero for path lengths greater than 46 feet!

We mentioned earlier that we can dramatically reduce data storage requirements by
exploiting the localization of spectral energy in the spatiai domain, thereby requiring the
modeling and storage of only a "few” dominant Fourier coefficients with a minimal loss in
overall modeling accuracy. This economy is illustrated in Figure 13 where the concentration of

the majority of spectral energy (for the two-stub tuner) in a minority of Fourier coefficients is
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clearly evident. Figure 14 illustrates the loss 'n modeling accuracy (in the frequency domain)
for the real part of the input reflection coefficient for the two-stub tuner with 100 percent (256
terms), 95 percent (20 terms), and 90 percent (13 terms) of the total spectral energy retained.
As one might expect, degradation in modeling accuracy is most evident at the inflection
points, where low-pass filtering effects begin to emerge.

To review then, referring to Figure 4, data reduction in the spatial domain involves the
application of both analog and digital signal processing techniques to the measured scattering
coefficient data sc as to reduce the data to a compact frequency-independent form (Fourier
coefficients.) These coefficients (one set for each scattering parameter) are then passed to
the next processing stage where the Fourier coefficients are parametrically modeled in terms

of their physical variable dependencies.

2.3 Physical Variable Cependence Mocsiing

Figure 15 illustrates the overall procedure for the parametric modeling of tive phiycicai
variable dependence for each of the retained Fourier coefficients.

For the case of the two-stub tuner (pictured in Figure 17) each Fourier coefficient is
dependent upon two physical variables X1 and X2 (the "near” and "far" stub depths.) Figure
16 illustrates the magnitude and phase "surfaces” associated with the k = 6 Fourier coefficient,
corresponding to the spatial location of the "far" X2 stub. Note the strong exponential
dependence of the coefficient magnitude on the X2 variable and the overali smoothness of
the surface. In contrast, note the highly convoluted surface associated with the phase
behavior of the k = 6 Fourier coefficient. At first inspection, this behavior seems peculiar in
light of the smooth magnitude characteristic. However, noting that phase (8) is normally
expressed MODULO (8,2rn), we recognize that some of this ill-behavior may be due to
"retraces” associated with the MODULO function. A typical "retrace" in one dimension is
depicted as a dashed-line connecting the third and fourth data points in Figure 18a. Figure
18b illustrates the same data after application of a DEMODULO process by which a 2n
constant is added to all values subsequent to the fourth data point. Clearly, this modified
characteristic is better suited to modeling. In fact, application of simple interpolation between
the third and fourth data points in the MODULO form would resuit in highly erroneous results.
A two-dimensional application of the DEMODULO process to the ili-behaved phase data of

Tgure 1T is illustrated in Figure 19b. Note the smoothness of the post-processed surface.
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Given smooth P-dimensional magnitude and phase (hypar-) surfaces for each Fourier
coefficient, it is a straightforward process 1o apply a P-dimensional least-squares polynomial fit
in order to parametrically mode! the physicai dependencies. Weighting factors are applied to
the least-squares fit of the phase (hyper-) surface in crder to achieve local qualities-of-fit that
are proportional to the Fourier coefficient magnitudes. The orders of these polynomials are
variable (within the constraints of the number of measured physical variable permutations), and
are adjusted in order to maximize modeling accuracy while minimizing the numbe: of

polynomial coefficients which mus be vitimately stored.

24 Formatting and Storags of the Scattering Library

With the parametric modeling process now compiete, the polynomial cosfficients for
the magnitude and phase for each Fouriar coefficient associated with each scattering
parameter for a given device are formatted and stored in the scattering library. This
condensed representation is accompanied by the device descriptors and parameters
necessary in order o reconstitute the scattering paramaters at specific frequencies for specific
physical variable settings. Note that, besides “real” measured components, fictitious devices
based on theoretical development can be synthesized, modeled, and stored as entries in the

scattering parameter Lorary,

3. The Circuit Analysis "Enging"

In a manner similar to cther software packages, a schematic representation of an
arbitrary interconnection of multi-port devices is based on a nodal format. Each internal node
is common to exactly two devices with each external node commcn to only one.
Interconnecting transmission line secticns are spacified as separate two-port devizes. (Figure
25 illustrates this process.)

Expressicns for each of the two opposite traveling waves at each node can be written
in terms of the scattering coefficients ard the incoming waves for each of the two adjacent
devices. For M internal nodes, this results in 2M equations in 2M unknowns (internal wave
coefficients.) We can therefore solve for ali internal wave crefficients leaving only the
scattering parameters for the N-port composite device defined by the N external nodes. This

process is performed in practice thrugh the construction of a sguare (2M+N) x (2M+N) matrix,
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which combines expressions for the outgoing waves at each of the external nodes in terms of
the internal wave coefficients and the external incoming waves together with the
homogeneous expressions for the internal wave coefficients in terms of the external incoming
waves. This allows for the direct computation of the external scattering parameters by
partitioning the matrix into four parts and solving for the external outgoing waves in terms of
the external incoming waves through the application of simpie matrix algebra and a single
2Mx2M inversion.

Figure 20 illustrates the process performed by the circuit analysis engine. Special
care has been taken in optimizing the numerical efficiency of this routine because of its
repetitive nature and its dominance in the overall execution time for the unified analysis
package. Part of this optimization will ultimately include the exploitation of the sparse nature of
the partitioned matrix, thereby allowing for the decimation of the large matrix equation into

many smaller parts.

4. The User-Specified Device Format

An obvious prerequisite to the analysis of a given circuit is the specification of the
properties and interconnections of the constituent devices. This is accomplished via a user-
specified input file in which the ncde connections and physical variable settings for each
device are declared, one line per device. A typical input file line specifying a 3-port H-plane
reactive tee is illustrated in Figure 21.

A device designation "DVDR0107" appears at the beginning of the line and serves as
a "call number” for locating the previously stored and condensed scattering parameters for this
device within the scattering library. The three integers "15", "11", and "32" specify the circuit
nodes to which the first, second, and third ports of the device are attached. The following
three real numbers "120", "3", and "2" describe the mean value, absolute tolerance, and
standard deviation for the physical variable corresponding to the offset of the septum internal
to the tee. The other two triplets dictate t=e same information for the variables associated with
the septum and iris depths for the device. Alternatively, "global” variables can be specified in
place of physical constants in order to expedite the adjustment of settings and tolerances for

similar devices.
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The statistical information for each variable describes a probability distribution
function, truncated at the tolerance extremes. These specifications are utilized when
performing statistical studies of various composite circuit variables in terms of the tclerances of

its constituent devices.

5.0 The Executive Program

The Executive Program is responsible for the overall management of the various
unified analysis operatior.. >nd is iliustrated in iiuvs atagram form in Figure 22. (Refer to Figure
1 for the location of the Executive Program within the overall unified analysis approach.) Note
that most of the features discussed in this section are currently implemented in the executive
program, while some remain in various stages of ongoing development.

Operation commances with the reading of the user-specified schematic and device
descriptions embodied in the input file together with user-specified job control information
dictating the desired functions and options to be performed. The input data set is checked for
consistency in the schematic and device specifications. Verifications include: Is each node
specified exactly once (external) or twice (internal)? Are the number of nodes in the node
connection list equal to the number ~f ports for the device? Is the device model valid over the
entire physical variable and frequency rar.ges of interest? Are all port interfaces continuous?

Following error checking, the user-specified schematic is optimized by identifying
equivalent sections of the circuit and therefore eliminating redundant analysis operations.
Additionally, the schematic is decimated into subsections which are analyzed separately in
order to isolate statistically variable devices and to minimize matrix sizes, thereby enhancing
numerical efficiency. Next, device variables are perturbed based on their individual probability
distribution functions (statistical computations) or in specified differential increments (gradient
computations.)

With all device variables now defined, the individual Fourier coefficients associated
with each scattering parameter for each device are reconstructed through the expansion of
the polynomials whose coefficients are stored in the scattering library. Note that these
reconstructed Fourier coefficients have no frequency dependence and are therefore valid for

the entire frequency bandwidih of interest.
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The actual scattering parameters for each device are now reconstructed in the
frequency domain through the application of an inverse FFT to the Fourier coefficients and
the utilization of an interpolation formula as dictated by the Sampling Theorem. Interpolation
begins with the lowest frequency and continues incrementally across the bandwidth of
interest as specified by the user.

As another optimizing feature, simple transmission line langths are "absorbed" into
adjacent devices by altering the appropriate scattering parameter phase values in order to
simulate the presence of the lines. This has the effect of reducing the number of required
internal nodes by a factor of two and therefore improves computational efficiency.

Once fully optimized, the composite scattering parameters for the (sub-) circuit are
computed via the circuit analysis engine and then temporarily stored. This process of
scattering parameter reconstruction, transmission line absorption, and (sub-) circuit analysis is
repeated for each frequency of interest.

It is at this point that any required auxiliary operations are performed on the computed
external scattering parameter data. These operations include the calculaticn of related
network parameters (VSWR, insertion loss and phase, transmission loss and phasae, isolation)
based on Sjym and Sy coefficients; the computation of far-field antenna characteristics
(patterns, gain, RMS sidelobe levels) based on aperture Sy, coefficients, lattice spacings,
and element factors; and the prediction of "pre-aperture®™ RCS contributions based on
aperture Sqmm coefficients and lattice spacings. These characteristics are stored and
accumulated for all required statistical/gradient perturbations of the physical variables.

Decimated (sub-) circuits are now reassembled and, based on the accumulated
results for the various perturbation cases, statistical parameiers {mean and standard
deviations) and gradients are computed for network and antenna characteristics and then
output in tabular and/or graphical form as requested by the user. Plots of mean values and
standard deviation "windows" for individual characteristics as functions of frequency and/or
angle are available. This allows for the informed adjustment of the mean values and
tolerances of specific physical variables in order to meset specified network and antenna
requirements with predictable levels of certainty. Gradient information is used for optimization

of specific physical variables subject to user-specified weighting and penaity functions.
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6. A Typical Application: Waveguide Corporate Feed Network

Figure 23 illustrates an eight-port Corporate Feed Subassembly comprised of six
reactive H-plane power dividers, five H-plane bends, and seven E-plane bends, plus
interconnecting waveguide sections.

A generic H-plane power divider was fabricated as pictured in Figure 24 and
characterized in terms of its scattering paramsters over a range of frequencies and physical
variable combinations (septum oifset, septum length, and iris depth.) Likewise, the two-port
scattering parameters for the H-plane and E-plane waveguide bends were measured across a
broad frequency bandwidth. Given the known physical variable settings for each of the six
reactive H-plane power dividers comprising the feed network, the scattering parameters for
each were reconstructed for all frequencies of interest. Figure 25 illustrates the node and
device definitions for the network along with the (nonstatistical) schematic representation and
the specification of interconnecting waveguide section lengths.

The unified analysis approach (in its developmental form) was applied to the network
and Figures 26a and 26b illustrate the measured and predicted insertion losses between the
input and each of the seven output ports across the entire bandwidth of interest. Note the
faithful prediction of both the macroscopic and microscopic structure of the measured data.
Similarly, plots of insertion phase and input VSWR show excellent correlation between

predicted and measured results.

7. Progress-to-Date and Future Plans

As mentioned in the abstract and introduction, the development of the unified
analysis approach is an ongoing effort. To date, we have proven the viability of our modeling
and analysis techniques both in theory and in direct application via "proof-of-design” versions
of the requisite software. Direct comparison between measured and predicted results for
typical microwave subassemblies have yielded excellent carrelations.

We continue to augment the scattering parameter library with the characterizations of
common devices so as to expand the applicability of our analysis approach to a growing range
of subassemblies and assemblies. The statistical capabilities of the analysis routine are
presently under test as are several of the aforementioned optimization schemes for boosting

numerical efficiency.
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FIGURE 23. UPPER FEED ASSEMBLY

FIGURE 24. TEST FIXTURE, REACTIVE H-PLANE TEE
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CIRCUIT DIAGRAM NODE MATRIX LENGTH MATRiIX

PORT # PORT #
119 18 0.908 4.860 1.623
20 22 23 0.000 1.492 1.959
23 26 24 0.000 1.597 1.817
17 16 1§ 0.000 3.042 1.834
15 13 14 0.000 2.337 3.813
p|13 1t 12 D 0.000 2.696 2.994
g] 612 0 E 0.000 0.200 0.000
yl1t 3 0 v 0.000 0.200 0.000
1|14 7 0 i 0.000 0.200 0.000
cli7 18 © c 0.000 4.571 0.000
gl 10 © E 0.000 2.329 0.000
10 9 0 0.000 0.908 0.000
] 9 2 0 . 0.000 0.200 0.000
19 20 0 0.000 2.815 0.000
221 0 0.000 1.846 0.000
21 8 O 0.000 0.200 0.000
24 4 0 0.000 0.200 0.000
25 5 _(ij 0.000 0.200 0.00_OJ

FIGURE 25. SCHEMATIC AND NODAL REPRESENTATION, UPPER FEED ASSEMBLY

FIGURE 26a. UPPER FEED ASSEMBLY INSERTION-LOSS, FIGURE 26b. UPPER FEED ASSEMBLY INSERTION-LOSS,
MEASURED PREDICTED
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Auxiliary capabilities such as far-field patterns and RCS characterizations are not as yet
available. However, implementation of these features is expected to be a straightforward
process given the self (Smm) and coupling (S1p) scattering coefficients for the entire antenna
assembly with the input ports and radiating elements expressed as external nodes.

As the scattering parameter library continues to grow and our analysis package
becomes further refined, we will apply our unified approach to larger and larger portions of
entire antenna systems, with tha ultimats goal of modeling their complete behavior, replete

from sum-port to aperture-plate, while realizing new levels of analysis accuracy and efficiency.
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SOLVING MAXWELL EQUATIONS BY MATRIX FORMULATION
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ABSTRALCT

The usual approach ivn solving Maxwell’s equations with given
current distributior is by means of finding the vector potential
furictiorn due to the current source. This approach is generally very
invaived, for it corntains vector differential operations in addition
te the irntegration. In this article, useful formulas for directly
firding electric and magnetic fields are derived, where the
cotplicated vector differential operations are replaced by the easy
vector algebraic cperations. The resulting soclutions are certainly
exact with no approximation,; and can be explicitly written in matrix
formulation such that both the current source and the resulting
fields may be conveniently expressed in terms of various coordinate
systems. If the radiation fields in the near or far region are of
primary interest, the formulation becomes simply the matrix

multiplication, whenever the radiation vector is determined.
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SOLVING MAXWELL EQUATIONS BY MATRIX FORMULATION

INTRODUCTION

In salving Maxwell’s equations with a given current distribution,
the usual approach [1-5] is to find the vector potential due to the
current source. The desired solutions can then be determined by
ts.ng vector differertial operaticons upon the vector potential. A
vector differential cperation is an operaticon which contains the
vector differential coperatcr V, such as gradient, divergence, curl,
and Laplaciar. By irtrcducing the free—space Dyadic Green’s function
{13, one cari bypass the vector potential function, and thereby
establish a direct conmection betweeri the current source and the
resulting electromagnetic fields. However, the solutions of
Maxwell’s equations are still quite involved, because of the vector
differential operations in addition to the integration. In riumerical
computation, the evaluation is usually much easier for the
irntegration than the differentiation, since integration can always be

approximated using summations.
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In thise article ucseful formulas for finding electromagrnetic
fiells are csraived. These formulas replace the complicated vector
cifferertial operations with easy vector algebraic operations. A
vector algebraic operation is an operation which contains only the
dot product and cross product of vectors. The resulting field
soluticons are exact with no approximation. Furthermore, the field

sclutions carn be explicitly written in matrix formulation so that

bcth the current source and the resuiting fields car be expressed irn

terms of varicus coordinate systems.

If the radiating fields [4,51, either in the near field (Fresrel

reci1or) or in the far field (Fraunhofer region), are of praimary
irterest, the formulation carn be greatly simplified. The
electramagretic fielde are easily derived by simple matrix
multiplicaticr whenever the radiatiornn vector [4] is calculated.
feveral examplec appearing in electromagretic theory will be

giver to demoristrate the merit of the technique presernted.
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FORMULAT ION

It is well—-known [1-53 that the solutioris of Maxwell ecuatiors

in time harmonics form

¢ x E = ~-jwpH (1a)
v x H = Jw e E + J (1B
can be written as
E () =  -jkq 6 () A () (za)
v
H (r) = —jk K () A (r (2b)

—

where A 1is called a vector potential, related to the giveri current

-

distribution J over a volume V,

A (r) = .( g (Ur = 1) J (r7) dv’ (3)
\'
- Jkr
g (r) = e (4)
47T v

n = K/e k = wyue

= — = -
and Gv(r) and Kv(r) are vector differential operators, operating

only upon the coordinates of the observation position F;

= R 1

G, (r) 1 + 4 90. (Sa)

K (r) = 1 _ o x (Sb)
v -Jjk

Gv(r)g(lF-'?'l) is the well-known free-space Dyadic Green's operator.

The electrical field and magretic field may therefore be written as
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E (7)) = —jkn J EV(F) g (Ir — ¥ 1) J (*7) dv’ (6a)
v

H () -k f RV(F) g (IF = F°1) J () dv~ (6b)
v
Evaluation of (2) or (6) is in general not very easy, since it
involves both vector differential operations and integrations. It is
shown in the Appendix that the complicated vector differential

operations in (6) can be eliminated and replaced by easy vector

algebraic operations. The results are

- -

E (F) = -jkn J g (R) G (R) J (r’) dv- (7a)
v
H ) =  -Jk J g (R R (R) J (F) dv- (7
v
where é(ﬁ) and Q(R) are vector algeoraic operators, containing

only the dot product and cross product of vectors,

=~ 1 1 e -2 -2 oy

BRY = 1+ Sg *oipn? (1 -RR ) + (Jrp+5pen) RR- (8a)

K(RY = (1 +-1_) R x (8b)
JKR

and R is a radial vector, independent of the coordinate system,
directed along the line of sight from the source position r/ to the

observation position :, as illustrated in Figure 1/(a).

R = F - 7/, R = 1 r - %1, R = (D

2|21

Both (6) and (7) are exact solutions of Maxwell’s equations (1),
directly related to the current source. The evaluation by (7) 1s more

manageable now compared to (6), since it involves only integratior.
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To demonstrate this, we may convert the vector expression into matrix
expression by using the technique of matrix formulation of vector

operations [61]. Equations (7) may then be written as,

-~ P P s - . Sp Sp P - ,
(ExDH)y = ~jkn I g € T M éd@ e Rr 1 TEY ave 9 (0a

v

P P s = ~ Sg B - -~ P .
= -}k J g € T Mk fe 1 3 JEY) av-9 (1om

v

(H(7%))

where the spherical coordinates ¢R’ R) is defined such

SR ¢
that H is a radial vector from r’ to r. And a vector, such as
(E(;q))p, is a function of variables in the g-coordinates ard has
three components in the p—coordinates. RAlso a coordinate
transformation matrix relating the u-coordinates to the v-coordinates
is denoted by [YTY]l, which can readily be fouad by the technique

of a coordinate transformation flowchart [7]. As a practical
application, the solutions E(;) and ﬁ(;) are usually expressed in

the spherical coordinates s : (6, ¢, r), and the source F(F’) may

be given in the Cartesian coordinates c': (x',y',2'). Then (10)

becomes,

-~ ag s s SR - SR SR c’ - - c’ o

(E(r7)) = —jkq K g(Ry € T L G(RYY ' ¢ T 1 (JGr'7)) dv (11a)
v

- s s SR = - sR SR c’ - c’ c’ c

(H(®)) = —Jk J g(R) [ T JL K(R)J L T 1 (J(r' 7)) dv’ (11b)
v

Equations (11) are then written explicitly in the matrix formulation,
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(Ee(e.¢.r)" ( cosOcos¢ cCcosOsinge —sind

‘ e-ij i
E_(6,0,7) = —jkq —_—— ' —-sin¢ cosg 0
¢ 4 TR |
Er(e,o,r) v \ sindcose sinBsing coso
[cos® _cos¢, —sin®_ sin® _cose, \ / 1 + 1, 1 (o} 0]
R R R R R ‘ JKR  (jkR)?
. . . 1 1
+ + —
ieoseRsxn¢R cos¢R 51n6R51n¢R o] 1 kRt GRRoe o]
1 : -2 -2 .
{ sanR o coseR o o 3KR +(ij)ﬂ
(coseRcosoR coseRsinoR —s1neR \ {Jxﬁx;y;z7
“sine coséR o 1 sz}x,y,z) ; dx gy dz’
ksineRcos¢R sineRsinéR coseR J LJz(x,y,z)}
(1za)
(He(e,o,r)‘ " cosBcose cosOsing —-sind
‘Ho(e,¢,r): = -jk & ! -sing cos¢ 0
i | 4 TR |
PHr(e,o,r)j v . sin@cos¢ sindsing coso
’ -— 4 s p— . ___.1
,coseRcosoR 51n¢R sanRcos¢R j ; 0 1 JKR o
‘ . . . ! 1
‘coseR51n¢R coso, 51n6R51n¢R I TRR o 0
i iy :
sxneR o coseR t O 0 o )
- - - 7 ’ ’ ‘ \
,coseRcosz coseRsxn¢R sxneR inﬁx,y,z):
- . f ' . . I ' ’
s1n¢R cosQR o Jyﬁx,y,z) dx'dy’'dz
sxneRcosz 51n6Rs1noR coseR Jzﬁx,y,z)
(12b)
where

R = [ (rsinecoso-x’)e* (rsinesino—y’)e+ (r‘cose—z')2 ]1/8

-1

OR = Ccos [ (rcos6--z') /7 R ]
op = tan } [ (rsinBsine y') / (reinécosé-x') I
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The sclutions of Maxwell's equations given by (12) are exact. The
expression in matrix form is the most corvenient for rnumerical
computatior.

In general, the radiatirig field (5], either in the near field or
in the far field, is of primary interest. If r' ¢« r ~ 2, then

~

E - r, ﬁ - ;, ép + 6, ¢r ~ ¢, and R =+ r for the

~

amplitude factcr anrd R - r - r. ¥’ for the phase factor. The

vector potential given by (3) then becomes

A (r) = g (r) ﬁh(r) . P r A~ A (13a)
where N(r) is called a radiatiorn vector (41,
> - pug jk ;‘--}:’ , ,
N (r) = J (r’) e dv’, YT oA (13b)
v

Then from (2),

E (f) = —jkn Ev(m g (r) N D (16a)

H (rm) = =—jk Evm g () N (™) (14b)
and from (7),

E () = -jkn g (m B M) N D (15a)

H() = -jkg (r K G)N (R (1Sb)

EPothy (14 and (15) should lead to the same results, when the vector
potential 3(?) or the radiation vector ﬁ(:) (For r’' <« v ) is
computed. It is interesting to note that the solution by (14) is
often extremely complicated, because it involves vector differential
operations orn a vector function E(F) = g(r)§(?§. On the other hand,
the solution by (135) is surprisingly simple and straightforward,
because it involves only matrix multiplication. This can be seen

clearly from the fcllewing matrix formulation:
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Ee(e, ¢, ) N ~jhe r 3 +m+ —(JT'T:‘ o o \ ;/ Ne(e, G, r)
- e 1 1 : |
Ew(e,o.r) = —Jkr 4—7_;:_ (o} 1+ jk'j Gt o} | No(e, do,r');
-2 -2 |
(16a)
N 1
He(6,¢,r) —jkr o 1 Ty 0 Ne(e,¢,r)
. e 1 !
H¢(e,¢,r) = —-jk —Z;;:_ 1+ Tk o (o) N¢(e,¢,r)
Hrte,o,r) o o o Nr(9,¢,rh
(16b)
Specializing for the far field, where ro>> A,
/Ee(e,¢,r)} —jkr 1 0 0] Ne(e,¢,r)
E_(8,¢,r) = -jknq 2| o 1 0 N _(0,¢,r) (17a)
j ¢ L4 r M
\Er(e,¢,r) o] o o Nr(e,a,r)
IHO(G,O,r)W —jkr ( -1 0 ] ’Ne(e,o,r)
?Hote,a,r) I -k & 1 0 0 N, (0, 0,1) (17b)
( J 4nr }
Hr(9,¢,r> 0 o 0 Nr(e,¢,r)

From (16) or (17) we see that for r' < r, the desired solutions
E(:) and ﬁ(?) of Maxwell’s equations can be easily determined
whenever the radiation vector ﬁ(;) has been computed.

To compute the radiation vector ﬁf;) in general cases, we assume
that the coordinate systems of the source '’ and the field r are
not coincident, but are related through both origin translation along
the offset vector ?L(xb,yb,zb) and three rotations vaia
Euler arngles (¢,,9,,%,) as depicted in Figure |(b), The desired

radiatiorn vector may be obtained by either of the following forms:
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(NG5 = -/-[STCJ(E(FF))cexp JkErSy ((F°)°+[ TSI~ S)C) dv- € (18a)
(N(F5))S = J[ (5791 () Texp jk{?5}°<(F:)°+£°T°J(;rd)d) av- 9 (18p)
v
(NGRS S = J[ (5713 ¢J(+9))exp jk{%s}c((F:>°+c°TdJ(?:d>d) dv' 9 (180)
(NGRS)) =‘/’ 57193 (7 +F) ) 9exp jk{Fs}c((;E)c*chc5(?'c)c) dv' S (18d)
v
It is more useful when we write (18) explicitly in matrix form,
Ne(e,o,r)“ [ cosOcosd cosOsing -sin@
q kP |
No(e,o,r) ] = e -s5ing cosQ O !
1
t
Nr(e,¢,r) } sinBcosoe sindsino cos® )
E e . _ . e .
/coseucos¢wcosuw 51n0w51mkw cosewcosd:-wsnww s1n¢«“cosww sxnewcos¢w]
. cosews1n¢-wcos$rw+cos¢wsinww —cosewsin@wsinww+cos¢“cosv“ sinewsin¢w!
-sirn® cosy sind® siny cosd J
w w w w w
r 'J Axyy,2) \
| ' JkpS
either X l J O y,z) | e dx'dy’'dz’ (19a)
k szx;y;z) J
cos@ ~-sing O J lpy®,2) )\
I e . d’
or x sind cos¢ O J¢;p;o,i) eKP pdpdedz’ (19b)
o 1 Jzﬂp;¢;i)/
J xp}d,i)
i d’
or x 3, (ps ¥y 2) el*P  gdpdedz’ (19¢)
J (P @, 2)
v {ps 9,
/cos¢ -sing 0 Jpﬁx;y;i)
| . c'
or x SJ sined cose O J¢xx;y;23 eJKP dxdydz’ (19d)
o 1 szx;y;i)
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pb = xbsxnecos¢ + ybsxnesxn¢ + zbcose

c . . . . .
. - - + -
P =X [(sxnecosewcos(tp qrw) coses1new)cos¢w sindsin(¢ ¢N)51m1rwl
t - i - - i i i i -
+y' [—(s 1necosewcos (> ¢'w) cosesxne“) si rnlrw-'-s irn9sin(¢o <b“) cosww]
+2 [s1n651newcos (o-d;w) +cosecose“]
a’ . . . ’
= -— — <+
P ¢ L (sxnec:osewcos (¢ ¢w) cosesxnew) cos (¢N ¢)

+s5indsin(d—¢ dsin(y +¢:)] + 2' [sind®sind_ cos(¢p—¢ )+cos@cose ]
w w w w w

and

' = / %'2 4+ yr2 ¢’

N tan—1 (y'/x' ),

x
W

p cos ¢, y’' = p'sin ¢'.

In the case that there is no origin translation and no axis

rotations, such as depicted in Figure la, then (19) become simply,
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(Ne(9,¢,r)\ cosBcos¢ cosOsing -sin® \ - / JXXx;y;i)j

|
'N°(9,¢,r) = L -sing cos¢ o { Jy!XBY;i)

Nr(e,¢,r) sinfcos¢ sinBsing coso Jz}x;y;i)/

<

JkIXsinBcoseprysingsing+zcoso)
e dx’'dy’'dz

(20a)

" cos@cos (¢—¢) cosOsin(¢-¢) —-sind ) [JPxpgo;i)‘

|
] -sin(¢—¢) cos (¢—9¢) o N | Ay &y 2)

¢
k s8in0Ocos (o—¢) SindOsin(gp-¢) cose LJqﬂp;w;i),
v L

JKkIpsindcos (¢-¢) +2cose1l

e p' dep' d¢' dz’
(20b)
cosOcos¢ cosBsing -sind } ( / Jxﬂp;o;i)\
|
!
= -sing cosp 0 | J [ Jyﬂp;¢;z)
f
sir®cos¢ sindsing cos®© J szp;¢}i))

v

JkLpsindcos (¢—¢' ) +zcosOl

e p'de' d¢ ' dz’
(20c)
r cosBcos (¢—6¢) cos0sin(e-0) =-sind ) [ Jpxx;y;i)\
\ 1
P )
= J —sin(¢p—¢) cos (¢—0) (o] J t Jaix;y;z)
5inBcos (0—-¢) sindsin(e—¢) coso szx;y;i)J

<

jk[innecos¢+yéinesino+icoseJ
e dx'dy’'dz’

(20d)
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-

It is often quite convenient to include both an electric source J

-

and magretic source M in Maxwell's equations [1-35]:

Vxﬁ=jweg+3’ (20a)
- 9O xE=jwuH+M (20b)

The solutions are then the superposition of the fields due to both

current sources,

E ™ = -jkn B_(r) A (r) + jk K_(r) F (r) (21a)

v v
H (r) = -3k /n B, F (F) - jk K (R A () (215)

where

A (r) = f g (ir = 7710 J (') dv’ (22a)

- - v —— —_ b —
F (r) = j’ g (ir — r7 i) M (r) dv' (22b)

v

are electric and magretic vector potentials.
If the radiation field is of primary interest (r'<c r~ X)),

then the sclutions can be simplified to

E ()= -jkg 0 LB ) NG =K (P L 3 (23a)
H (5 = -jkag (r [Tlf B (L (M +K () N (m 2 (23b)
where
N (r) = J T (F edkm T gyl e (24a)
v
C & = J M (5 edkr ¥ gy, rrce r (24b)
v

are radiation vectors due to the respective current sources.
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As before (23) contains only vector algebraic operations which are
convenient for numerical computations. We therefore have the formal
solutiori for any problem consisting of electric and magnetic currents
in an unbounded homogeneocus region. These formulas include, by
implication, sheets and filaments of the electric and magnetic

currents.

EXAMPLES

Several examples will be presented to demonstrate the merit of

the technique derived.

1. Hertziarn dipole anterma

The current distribution of an electric dipole may be expressed

as
Jw) (0 } . .
- ' ' ' = ' =
I, [oJ S )3y r1(z"), 5 < 2'¢ 3
J 1
z|
If 1(z') = I0 and £ <« > + then from (20a),
N  ~8ind -sinod .
© 2
N¢ = 0 Ioﬁsxnc(k-é—cose) — ] IOL
FEZeN J
Nr coso coso
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The corresponding radiating fields are therefore obtained from (16)

. 1 1 .
Ee\ . Jkr (1 *ji; +Cﬂ;3§)sxn9 3
E0 = —qu IOQ 0
E 4mr (2 v ,cose
r Jur (k)2 ©
He E-Jkr 0 . \
H¢ = —Jk —;;;:-IOQ -(1 + Sk IsSin® i
H_ 0 )

2. Dipole above the ground plane

A horizontal dipole is situated above an infinite conducting
plane. Employing the image method, the location (xp,yhHs2p) and
orientation (¢, 0, ¥) are, respectively, (O, O, h) and
(0, 90, 0°) for the real element and (0, O, —-h) and (0}, =-90% 0°)
for the image element. The current distribution of both elements is
assumed to be that of the electric dipole in the previous example.

By superposition and from (13a), we have

I4 \ , .
tNe jkhcose ~jkhcose | cosecos¢i

: NoJ = I e - e } ] -sing J IOQ
\ Nr L sinfcosgd

The radiating fields are then followed from (16) or (17).
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3. Circular loop current
The current distributiorn of a circular current loop of radius a

may be expressed as

~

LI L

= 1 Stp' - ardz’r1¢e"), 0

N O T
©
In
o
I~
n
A

Then from (20b),

{ NO. en (COSGSIn(Q—o ) jka sinbcos (¢—0' )
IL N, = cos (¢—d' ) 1(¢') a e ag’
) | eimosintocs
Nr 0 sinOsin(op—¢' )
If Id(e') = Io and a K X,
!' Ne\f f o) ( O N
N | = 1 1 a j2n J, (kasin®) —» jk 1 na‘lsine
® © 1 a« © !
{ NrJ o] o )

Specializing for the far field, where r >5 >, the radiating fields

are then from (17),

( Ee . —jkr (o]
£ = =ik Jk 1_ral sin@
© 4T r ©
E o]
r
He e‘jkP -8in®d
H = -jk Jk 1 _Ta’ o
¢ 47 r °
H (o)
r
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4. Helix antenna
The cur-ent distribution of a helix antenna as shown in Fig. 2.11

of [3] may be expressed as

(Tey (%)
[JO,J = 1 18 - a)d(z' ~ b’ Y1), 0< ¢ ¢ 2N
J . b/a /l
2
From (20b)
"N 2xN [ acosesin(e=¢) ~bsinG jniasindcos (04 +b¢ocses
, Nof = a cos(¢p—¢' ) J 1(p' Ve d¢’
\ Nr) o asindsin(¢-¢) +bcoso
For
-~ +j@) far+ b’ ¢
I(p') = Io e
we have

~j2rnh (0) F=1d acosfsin(o—¢) -bsind

" Ne - N-1
| No’ = ( E : e ) acos (¢—¢)
N asindsin(o—~¢) +bcos6

e =)hi(e)oé e JkasinOcos (¢p—0) do

where
h(e) = (g -jol) [aZ + b? - kbcese

These are the same results as Eq. 2.50 -51 of ([3).
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S.

Circular aperture radiator

The exact soclutiors of Maxwell's equations with given magnetic

current distribution are similar to those of (10). Let the fields be

irn the Cartesian coordinates, and the source be a function of

variables in the cylindrical coordinates with three compornents in the

Cartesian coordinates. Then the desired solutions in the matrix

formulation are

- oc € c SR . . 5 ’ -
(E(r)) = +3k J p(R) [ T 73 CK(RYI 'L T 1 (M(r
\%

(H(r))

[ g s - . s S c’ - '
—j—%J g £ TR @I ft Rt @) ave

v

Explicitly,

\
/Hx(x,y,z). oo 2 - oo iR
. K J
H (x,y,2) = -J—
Y 1 4TCR
0 0 T-e
H_(x,y, 2)
fcos6_cos¢,. —sind,. sind_cosé,_ 1+ e SN 0 0 )
| R R R R R JKR  (jkR)? |
. . . 1 1
cosensxnoR coso sxneRsxnoR 0 1 + JKR +(ij)‘ 0
. -2 -2
sxneR (] cosOR 0 o KR +(ij)z
coseRcosoR cosGRsinoR —sineR Mx}pg¢;;)
-sindp cosop 0 My,(p', ¢, 2) pdpdédz’
s1neRcos¢R sxn6R51n¢R coseR Mzﬂp;¢,z)
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Ex(x,y,z) 00 2% . 0O

~3kR
E (xy,y,2) = +) kK e
b4 o 47 R
E_(x,y,2) R
F4
. . N/ -y 1
cosORcosoR —sxnoR 51n6Rcos¢R ] 1 3;5- o)
. . . 1
+ —
coseRsxn¢R cos¢R s1n6R51n0R 1 JkR (o] o |
—sxneR o cosOR 0 O o -
| cosO cose cosOpsing -sind %"ijp,o,z)}
i _ coe e e
, —s1nd, cosch o My,(p,d,u,z)J pdedoedz
sxneRcos¢R 51n9R51n¢R coseR Mzﬁp,¢,z)
where
R = [(x - p'cos¢'f + (y - p'sing )2+ (z - 21712
-1 ,
e, = cos 'L (z-z)/R]

¢R tan_lt (y — p’sin¢')//(x - p'cub"') ]

For a circular aperture of radius a with x— polarized magnetic

current distribution,

,'nxxa,d.i)~ 1
Lmy;p;¢;z) = L0l Kig, 96D, 0< p'«sa, O¢c e, z >0
. !
M (o )
z,p,é,z (o)
Then,
s uc;'-'oc/ \ i
‘ (X Ye2) {{(< o ; -JkR
: | . . i . v .
CE (xyy,2z) | = +jk | ‘\| (1+ 2) coso | e K(p,$)5(z) pdpdedz
! Yy i ] JRR R l T R
) | 1 i 4T
- :,aﬂ—(l*?»~)s1n0 sin®, /

E_ Oy, 2) R R
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c 3 3 = e 1 1

/ N o AT w0 - et — — —_— )

!Hx(x,y,z)i [‘ (14"ij +(ijﬁ)51n ORcos OR*(1+ij+(JkRﬁ);

_ . k o 3 3 2 : ‘

| H (x,y,z)J = *J—ﬁ— j L (1 +ij *(jﬁﬁyf) sin" @ sing cose |

3 3 .

H_(x, ¥y, 2) 0 6 —oo (1 "R +(JkR)2)51neRcoseRcos¢R J
-JjkR

& Kipy,$)8(2) pdpdedz’
4T R

For the case of a uniform current distribution, we can evaluate the
integrals in a closed form for observation points along the axis. To
show this, let K(p,o') =1, and (X, ¥,2) = (0,0,2). The integrals

’

in 2z’ and ¢ can?readily evaluated. The results are,

N

E (0,0,2) | ; o JKS
t .
j _ 1 1 Jkz -’ )
| E (0,0,2) = | 1 = (1-*7;7 ) g7 © do
LEZ(O,O,Z) Lo J jkz
(@O ol -1 | kS 1 1 3 3 ko282, -o
i o= —_— I S & P ’
i Hy(0,0,z) i o eﬂ j [l o UQ) _1+°” cr,2) 0”23 e do
KHz(O’o’Z)) L (6] Jkz
where change of variable by o'= jk(p? + z’)%, and § = (z2 + a?)*
Performing the iricegration by parts yields,
F, (0,0,2) o L -ikz ke
E (0,0,2) | = 1 i(‘é" e 7 °® )
E_(0,0,2) 0 }
/ o \ / N
fo(o' 'Z)} 1 ! | —_— -3kz 1 ) ! ze -Jk3
'H (0,0,2)] = |, 0| —e + —— [(1- — )+ {le—) 23 e ‘
[y | l L an 4n JIkS Jkg g2 y
|H_10,0,2) o)
g z \

These are the exact solutions in the closed forwm expressions the same

as those given by eqs. (8) and (11) of [8)].
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The useful formulas for solving Maxwell’'s equations with given
current distribution are derived. The results are exact with no
approximation, and can be explicitly written in matrix formulation,
such that both the current source and resultivg fields may be easily
expressed in terms of various coordinate systems. If the radiation
fields either in the near or far region are of primary interest, the
formulation is greatly simplified. The electric and magnetic fields
can be simply found by the direct matrix multiplication whenever the
radiation vector due to the current source is determined. Some
well—-known antenna configurations are used to demonstrate the merit

of the techrnique presented.




APPENCIX
For reference, some useful formulas are listed below. These
formulas are independent of ccodinate systemn. Also J is treated ac

a comstart urider the vector differential coperator 9.

¢ R = 3 (ZEa)
VxR = O (ZEo
v (R-J) = T (25
V. ®>J) =0 =
U (RxJ) = -=7 (zee
Je9 R =7 (ZE+)
VR =& (27e
VxR =0 (Z78)
¢ (R'J) = H(1 - RRYJT (E7c
C.(R>JT) =0 (=7d)
¥ (R« = -‘éu + RR-)J (27e:
F.9R = HG - RRHT (Z7F)
Q. f(R)J = R- FI(RVT (28a)
9 F(R)J = Rx FIRVT (285)
¢ f(R) = R f(R) (28c)
9. F(R) = R+ F(R) (23a)
Ur F(R) = Rx FI(R) (Z9)
v (F(R)-J) = R F(R)+ T (292
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and r’/ are in the Cartecsiari ccordirnate

kR’

where, for instance, baoth

syctern,
‘ R = F-F' = x(x=x") +yly ~y") + 2(z —2") (30a)
R = Ir=F'1 = [ix-x"% + (y—-y"? +(z-2m21% (3o
| ]
!’\Q = i = r-r = ;-( oR + ;éR + 295_ (20
R I - ¥ ox Ay Az

The derivatiori of (7)) from (&) may therefor be made by using sone

of the above formulas, such as (&7) and (28).

- e d - 1 ~ -
o (R J +L% Vv-g(R0 T = p(RIT 45 T(R.g(R: )
- 9 A A -
= oRiJ + o5 g(RITRD v R vDR
= g(RYJ + _Ll(_‘g’\m—%u~ §é-)3+_§ﬁm-") Ro(R) (3" a
! 9 x a(R)T =2 R xgm)T (Z1to
-1k —Jk
Since
e—im
g (R) = —_— (===
4T R
' = -] + - (2eh)
g (R) Jk (1 KR ) g(R)
" _ .2 E_ 2 —
g(R) = k(1 +ij +(ij)1 ) g(R) (3ec)
Then
1 -
[ 1 +55 9 9.1 g(R J(F)
= g + o v -y (D RRO w228 4 TS HRReT TR (3zad
JKR (IKR) JKR  (jkR)?2
1 -
L 9 1o TG
= Q(R) [(1 + -+~ R x 3 JG" (330)

TR




That is,

6 () g(RY J(~")
o C

RGP g(R) JFH =

This completes the derivation.

o(R) G(R) J(F7)

g (R) K(R) TGN
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Figure 1. Vector positionse of the source and the observation
(&) o ori1gin translietion and @.1= rotations,
e
() Origin translation by a vector g &no

av1¢ rotetions by Euler anagics,
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c 1 cose 1 | (O ,C0592 b ol
+ G+l (BprESE® F‘B?*F’gTﬁeaa L85 +508830) ~Frsinrose:
s__1 1 - 2 _co 8 (=] 2
LT v EIRID r151n5 “o¢ rz%U
s s - 2 s6 o s_ 1 1 e 1 o
[(v1=to3l - Tzsu\z AN rzgin Tigind 69
coso - e 1 o s._ 2
(g'6+ Sind’ FIigino & A
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